Levy Driven Markov Processes in Survival Analysis

Luis E. Nieto-Barajas

We introduce a new nonparametric prior for modelling cumulative distribution functions. We model the hazard rate with a Markov process (Levy driven) and the resulting cumulative hazard Z(t) and the distribution function are continuous with probability 1. We improve over the well known class of neutral to the right processes where the cumulative hazard is discrete and has independent increments. The use of a Markov process allows us to model trends in Z(t), which is not possible with independent increments. The posterior distributions turn out to have an intractable form and posterior inference is carried out using the Gibbs sampler. We illustrate with some examples.

Joint with: Stephen Walker.

Nonparametric Regression via Parametric Model Selection or Averaging

James O. Berger

There is an increasing interest in approaching nonparametric Bayesian problems through selection of parametric models of an arbitrary size, or performing model averaging over a (near infinite) set of parametric models. The last is equivalent to use of `sieve' type priors, that are being seen to often achieve optimal convergence rates in nonparametric Bayes procedures.

This talk will focus on estimation of a nonparametric regression function, modeled as an infinite-order polynomial. Model selection or averaging will be applied to the (infinite collection of) finite dimensional polynomial models. Two methodologically interesting approaches to implementation will be considered, one based on an empirical Bayes treatment and one on a fully Bayes treatment.

Joint with: Nitai Mukhopadhyay and Jayanta Ghosh

Bayesian nonparametrics for invariant data

Patrizia Berti 

It is well known that, under general conditions, every invariant probability measure (p.m.) is a mixture of extreme points. In particular, let X be a Polish space and ( the set of all p.m.'s on B(X() (equipped with the topology of weak convergence of p.m.'s). Further, let ( be any countable class of Borel functions from X( into itself, (1 = {P(( : P=P((-1 for all ( in (} the set of (-invariant p.m.'s, and (2 the set of extreme points of (1. Then, for each P in (1, there is a unique p.m. ( on B(() such that (((2) = 1 and P(() = ( Q(() ((dQ). Moreover, ( is the weak limit of (suitably defined) empirical measures. Thus, loosely speaking, some form of de Finetti's theorem is available for general invariant p.m.'s (and not only for the exchangeable ones). Since de Finetti's theorem is fundamental in Bayesian nonparametrics for exchangeable data, one could hope that the usual Bayesian machinery, or at least a significant part of it, can be extended from the exchangeable to the invariant case. In fact, on a theoretical ground, this is possibly true. However, it seems hard to develope practical procedures. One main problem is to suggest a "reasonable" class of priors (, with large support, clear interpretation, and such that the posterior and predictive distribution of ( can be easily calculated. 

The purpose of this talk is twofold. The main one is to discuss the earlier issues, by stating some results and mentioning open problems. Special attention is devoted to the particular case where P is stationary. The other goal is to state some uniform limit theorems for predictive distributions. The latter are conceived for a general probability measure P, even for a not invariant one.

Joint with: Pietro Rigo
Self-consistency of the Berliner-Hill estimate in survival analysis

Ronald Butler

In survival estimation, a redeeming property of the Kaplan-Meier estimate has been its self-consistency as introduced by Efron (1967). A similar property is also shown to hold for the Berliner-Hill(1988) estimate of survival. Both of these results can be shown by examining the role that self-consistency plays in the study of stochastic systems, and in particular, survival systems that allow for the possibility of independent censoring.

Nonparametric Bayesian inference on the maximum of a random walk

with applications to queues and risk theory

Pier Luigi Conti

In many cases of considerable interest for applications, it is of crucial interest to estimate the probability that the maximum of a random walk exceeds a certain threshold $u$, say. In fact consider for instance a GI/G/1 queueing system, and denote by $(T_n ; \, n \geq 1)$ and $( S_n ; \, n \geq 1)$ the sequences of (conditionally i.i.d.) inter-arrival and service times, respectively. Denote further by $X_n$ the differences $S_n - T_n $, and let $S_0 =0$, $ S_n = X_1 + \cdots + X_n $, $n \geq 1$. Then, the probability that the equilibrium waiting time distribution (if exists) is greater than $u$ is equal to $ \theta = P( \sup_{n \geq 0} S_n \geq u)$.

As a second example, we consider the Sparre Andersen model for insurance. Let $(C_n ; \, n \geq 1)$ be a sequence of (conditionally i.i.d.) claims arriving to an insurance company, and let $(T_n ; \, n \geq 1)$ be the corresponding sequence of (conditionally i.i.d.) interarrival times between consecutive claims. Assume further that the premium income is linear with rate $r$, and denote by $N(t)$ the number of claims in $(0, \, t]$. If the initial capital is $u$, then the risk reserve at time $t$ is $R(t) = u+rt - \sum_{i \leq N(t)} C_i $. Using the notation $X_n = C_n - r T_n $, $S_0 =0$, $S_n = X_1 + \cdots + X_n $, $ n  \geq 1$, the ruin probability is equal to $ \theta =

P( \inf_{t<0} R(t) <0 ) = P( \sup_{n \geq 0} S_n  >u)$.

In our talk, a nonparametric Bayesian approach to the estimation of $ \theta $ is considered. As a prior measure, we take a Dirichlet process. Since the exact posterior distribution of $ \theta $ is not available in a closed form, our attention is mainly focused on approximating the posterior law 

of $ \theta $. Approximations based on Bayesian bootstrap are first considered, and their properties are studied. Then, large sample asymptotic approximations, based on an infinite-dimensional version of the Bernstein - Von Mises theorem, are also studied.

Using Markov Chain Monte Carlo Output for Dynamic

Visualization of Changing Prior and Posterior in Bayesian Analysis

Hani Doss

In a Bayesian analysis one fixes a prior on the unknown parameter, observes the data, and obtains the posterior distribution of the parameter given the data.  For a number of problems the posterior cannot be obtained in closed form and one uses instead the Markov chain simulation method, which produces a sequence of random variables distributed approximately according to the posterior distribution.  These random variables can be used to estimate the posterior or features of it like the posterior expectation and variance.  Unfortunately, the Markov chain simulation method requires non-negligible computer time and this precludes consideration of a large number of priors and an interactive analysis.  We present a computing environment within which one can interactively change the prior and immediately see the corresponding changes in the posterior.  The environment is based on the object-oriented programming language LISP-STAT and an importance sampling procedure which enables one to use the output of one or a small number of Markov chains to obtain estimates of the posterior for a large class of priors.  The environment is very general and handles a wide range of models, both standard parametric models, as well as certain classes of nonparametric models.  For it to work, one needs to have the likelihood ratio that relate the posterior distributions corresponding to two different prior specifications.  We obtain this likelihood ratio for the case of certain classes of models based on Dirichlet priors, and illustrate the use of our environment. 

Joint with: B. Narasimhan 

Analysis of Densities.

Mike Escobar

Consider a repeated measures model where the within subject distribution is very irregular. In this talk, a general method is used which allows one to model in a general fashion the within subject and between subject distributions. First, the underlying densities from which the

observations on individual subjects are modelled with a mixture of Dirichlet processes (MDP). Next, prior for the parameters of MDP are choosen, including using another MDP as a prior for the centering distribution of the first MDP. Issues on the choice of priors and methods of inference will be discussed. 

Joint with: George Tomlinson.

Constrained Nonparametric Priors via Choquet's Theorem

Peter Hoff

As an extension of Choquet's theorem, Weiszacker and Winkler (1979) give conditions under which each probability measure in a convex set can be represented as a mixture of the extreme points of the set. This result provides a simple means of putting a prior on a convex set of probability measures: Such a constrained prior can be generated by an unconstrained prior on mixing measures over the extreme points. As one of several examples, we discuss a problem in cancer genetics, in which we formulate a nonparametric hierarchical model for stochastically ordered tumor count distributions.

Interpolation and approximation via piecewise polynomials of

random order and random pieces

Chris Holmes

We consider the problem of interpolation and approximation using piecewise polynomial models of random order and random pieces. We construct a prior distribution on the space of all piecewise polynomial curves of countable order and countable pieces. It is shown that in the interpolation model each observation collapses the posterior model space into a lower dimension. Posterior distributions on the marginal order and on the location conditional order highlight structural features and derivative change points in the underlying curve.

Bayesian nonparametric methods for hazard mixture models using weighted gamma process approximations

Hemant Ishwaran

Computational procedures are developed for a class of Bayesian non-and semiparametric multiplicative intensity models incorporating convolution mixtures of weighted gamma measures on arbitrary complete and separable spaces.  A key feature of our approach is that explicit expressions for posterior distributions of these models, as described in the case of the real line by Lo and Weng (1989), share features common with posteriors for Bayesian hierarchical models employing the Dirichlet process.  Utilizing this fact along with various approximations for the weighted gamma process, we show that one can adapt efficient algorithms used for the Dirichlet process to approximate posterior distributional quantities in this setting.  We discuss blocked Gibbs sampling procedures, Polya urn Gibbs samplers and generalized weighted Chinese restaurant iid Monte Carlo algorithms.

Joint with: Lancelot James

Using Bayesian models and nonparametric regression techniques to truncate sampling weights

Michael Elliott

In unequal-probability-of-inclusion sample designs, correlations between the probability of inclusion and the sampled data can induce bias. Weights equal to the inverse of the probability of selection are often used to counteract this bias.  Highly disproportional sample designs have large weights, which can introduce unnecessary variability in statistics such as the population mean estimate. Weight trimming or stratum collapsing models reduce large weights to fixed cutpoint values to reduce variance, but these approaches are usually ad-hoc with little systematic attention to the effect on MSE of the resulting estimates.  An alternative approach (Holt and Smith 1979, Lazzaroni and Little 1998) uses hierarchical models to induce shrinkage across weight strata when obtaining posterior estimates of the population mean.  An extension of this approach utilizes a non-parametric random-effects model that is robust against mean structure misspecification (Elliott and Little 2000).  Robustness-efficiency tradeoffs of the nonparametric RE model against parametric RE models will be examined, as well as the performance of these models under differing sample designs.  Potential extensions of this approach to more general classes of population parameters (e.g., linear regression parameters) will also be considered.
Dirichlet Process Modeling for Quantile Regression with Application to the Analysis of Median Residual Life

Alan E. Gelfand

In a recent paper, Kottas and Gelfand showed how one could use Dirichlet Processing mixing to develop classes of semiparametric median regression models.  Drawing upon methodology proposed in recent work of Gelfand and Kottas, full inference is available for such models.  Hence, arbitrarily rich error specifications can be investigated.  We review this work noting its evident extension to quantile regression problems.  We then turn to modeling median residual life, i.e., the median of the conditional distribution of t given T>t.  This distributional feature is of considerable interest in modeling survival and reliability data. Nonparametric regression approaches do not exist previously in the literature.  We show that the foregoing methodology can be applied in this case and that censoring can be accommodated.  We illustrate with an example.

Joint with: A. Kottas and D. Sinha.

Rates of convergence in Bayesian density estimation

Subhashis Ghosal

 There has been a rapid development of Bayesian methods for nonparametric problems with the help of innovative computing methods armed with the astonishing computing power of the latest generation computers.  With the growing popularity of these methods, it has become necessary to look at these methods critically and study the large sample behavior of the posterior distribution.  Perhaps the first thing one likes to have is the consistency of the posterior distribution meaning that the posterior mass concentrate near the unknown true distribution.  Somewhat surprisingly, consistency may fail for many nonparametric problems.

 If the posterior is consistent, one would naturally like to know more about the speed of concentration of the posterior mass near the true distribution, where distance is measured in an appropriate metric.  We present a general result that computes the rate of convergence of posterior in terms of the size of the parameter space measured by the metric entropy and the concentration rate of the prior in Kullback-Leibler type neighborhoods of the true density.  We apply this result to compute the rate of convergence for Dirichlet mixture of normals prior on the line and Bernstein polynomial prior on a compact interval.  Moreover, we show that a prior based on bracketing or spline approximations may be constructed such that the posterior converges at the optimal rate.

 Joint with Aad van der Vaart and J. K. Ghosh.

Asymptotic Issues in Bayesian Nonparametrics

Jayanta Ghosh

Consider the problem of posterior consistency at a "true density f0",which may involve a nonparametric and a parametric part. We begin with a brief review of positive results in this context and then discuss three specific issues in detail, namely, the dependence of the prior on the nature of the inference problem, problems related to Kullback-Leibler numbers and problems related existence of a separating function as required in Schwartz's theorem. The last two topics will be illustrated by some new work on the regression problem by Charles A.Messan, Ghosal,Ghosh and Ramamoorthi. Our discussion has both theoretical and methodological implication.

T. Bayes, A_{n} and Splitting Processes

Bruce Hill

It is shown how a modification of the original example of T. Bayes leads to the nonparametric procedure A_{n}. In turn A_{n} can be given a Bayesian interpretation in terms of a splitting-process. Connections with the species problem and tail-index estimation are discussed.

Bayesian analysis for a generalised Dirichlet process prior

Nils Lid Hjort
A family of random probabilities is defined and studied. This family contains the Dirichlet process as a special case, corresponding to an inner point in the appropriate parameter space. The extension makes it possible to have random means with larger or smaller skewnesses as compared to skewnesses  under the Dirichlet prior, and also in other ways amounts to additional modelling flexibility. 

The usefulness of such random probabilities for use in nonparametric Bayesian statistics is discussed. The posterior distribution is complicated, but inference can nevertheless be carried out via simulation, and some exact formulae are derived for the case of random means. The class of nonparametric priors provides an instructive example where the speed with which the posterior forgets its prior with increasing data sample size depends on special aspects of the prior, which is a different situation from that of parametric inference. 

Bayesian bootstrap for survival analysis

Yongdai Kim

Bayesian inference of survival data has gained much attention not only to Bayesians but also frequentists since the Bayesian approach can handle complicated survival data using MCMC algorithms. Examples of complicated survival data include the frailty model, doubly censored data and current status data. Although there are many advantages of Bayesian analysis of survival data, they don't come without a price. Its concepts and implementation involves Levy processes which is usually out of the scope of many practitioners. For example, in the proportional hazards model, Bayesians need to go through a complicated process of Levy sample path generation to get the posterior distribution of regression coefficients which is at most of finite dimensions. To avoid these difficulties, Bayesian bootstrap is an alternative. Bayesian bootstrap was first proposed by Rubin (1981), and its extension to right censored data was developed by Lo (1993). Recently Kim and Lee (2000) reinterpreted Bayesian bootstrap as a way of calculating the posterior distribution via the product of the empirical likelihood and the prior and they developed a Bayesian bootstrap for the proportional hazards model.

In this talk, I present possible applications of Bayesian bootstrap for survival analysis. In particular, Bayesian bootstrap for the frailty model and doubly censored data are explained in detail with simulation results.

Full inference under Dirichlet process mixture models with

applications

Athanasios Kottas

Dirichlet process mixture models form a very rich class of nonparametric mixtures which provides modeling for the unknown population distribution by employing a mixture of parametric distributions with a random mixing distribution assumed to be a realization from a Dirichlet process. Simulation-based model fitting of Dirichlet process mixture models is well established in the literature by now, the common characteristic of the Markov chain Monte Carlo methods devised being the marginalization over the mixing distribution. However, this feature results to rather limited inference regarding functionals associated with the random mixture distribution. In particular, only posterior moments of linear functionals can be handled.

We provide a computational approach to obtain the entire posterior distribution for more general

functionals. The approach uses the Sethuraman representation of the Dirichlet process, after fitting the model, to obtain posterior samples of the random mixing distribution. Then, a Monte Carlo integration is used to convert each such sample to a random draw from the posterior distribution of the functional of interest. Hence, arbitrarily accurate inference is available for the functional and for comparing it across populations.

The range of inferences the approach covers is illustrated by considering Dirichlet process mixture models for distributions on the positive real line. Full inference is obtained for various functionals of interest in this setting, including the median survival time and the population density, survival, cumulative hazard and hazard functions. In the process a new method for fully nonparametric Bayesian survival analysis emerges. We also outline the applicability of the method to Bayesian nonparametric inference for queueing systems, illustrating with the M/G/1 queue.

Joint with: Alan Gelfand

International inflation and interest rates

Peter Lenk

We propose a semiparametric, multivariate model for the relation among inflation and interest rates.  Economic theory suggests that if markets are efficient, then ex ante expectations about changes in inflation should be reflected in changes in interest rates.  Empirical tests of these models using USA data are inconclusive.  These tests assume that the real rate of return is constant over time.  We extend these models by allowing the real rate of return to vary over time and among counties.  The results of the model favor the economic theory.  We also find convergence in international real rates and a general increase in real rates.

Joint with Ming Li and Andy Andrews.

The Bayesian approach to sample survey inference

Rod Little
The upsurge of interest in Bayesian methods in many branches of statistics has been less evident in the area of survey sampling. Practice continues to be dominated by the randomization approach, despite the pioneering Bayesian work of Ericson and Basu and the more recent work by Don Rubin, Andrew Gelman, Malay Ghosh and others. Survey samplers are suspicious of models, and confine them to particular problems such as small area estimation. Reasons for this situation are discussed, including the desire for objectivity in the culture of statistical agencies, and the perception that data from complex sample surveys are not amenable to modeling. I argue that the Bayesian approach provides a flexible and unified approach to survey inference, provided inference is based on robust models that incorporate the main features of the survey design. Nonparametric Bayes seems particularly promising, given the antipathy to assumptions and large sample sizes common in government survey work.

To illustrate these ideas, a Bayesian framework for the analysis of surveys with differential probabilities of inclusion is presented, which provides estimators that correspond to standard design-based estimators asymptotically, but yield improved inferences in small samples. 

Robustness of hierarchical nonparametric Bayesian models

Steven N. MacEachern

A fundamental requirement for robust inference with Bayesian methods is that the prior distribution have full support.  Nonparametric Bayesian methods allow one to write down prior

distributions with full support, and so would seem to automatically provide robust inference.  However, when the nonparametric Bayesian component enters a hierarchical model as a mid-level component, the model may be inherently non-robust.  The nature of this problem is discussed and remedies, including minimally informative nonparametric Bayesian methods, are 

described.   

Bayesian treed models

Robert E. McCulloch

When simple parametric models such as linear regression fail to adequately approximate a function across an entire set of data, an alternative may be to consider a partition of the data, and then use a separate simple model within each subset of the partition. Such an alternative is provided by a treed model which uses a binary tree to identify such a partition. However, treed models go further than conventional trees (E. CART, C4.5) by fitting models rather than simple means or proportions across the partition. In this paper, we propose a Bayesian approach for finding and fitting parametric treed models, in particular focusing on Bayesian treed regression. The potential of this approach is illustrated by cross-validation comparison of predictive performance with neural nets, MARS, and conventional trees on simulated and real data sets.

Joint with: Hugh Chipman and Edward I. George.

ANOVA on random functions

Peter Mueller

We consider inference for related random functions indexed by categorical covariates X=(X1, ..., Xp). The functions could, for example, be mean functions in a regression, or random effectsdistributions for patients administered treatment combination X. with An appropriate probability model for the random distributions should allow dependent but not identical probability models. We focus on the case of the random measures, i.e., the random functions are probability densities and discuss two alternative probability models for such related random measures.

One approach uses a decomposition of the random measures into a part which is in common across all levels of X, and offsets which are specific to the respective treatments. The emerging structure is akin to ANOVA where a mean effect is decomposed into an overall mean, main effects for different levels of the categorical covariate, etc. We consider computational issues in the special case of DP mixture models. Implementation is greatly simplified by the fact that posterior simulation in the described model is almost identical to posterior simulation in a traditional DP mixture model, with the only modification being a constraint when resampling configuration indicators commonly used in DP mixture posterior simulation. Inference for the entire set of random measures proceeds simultaneously, and requires no more computational effort than the estimation of one DP mixture model.

We compare this model with an alternative approach based on modeling dependence at the level of point masses defining the random measures. We use the dependent Dirichlet process framework of MacEachern (2000). Dependence across different levels of the categorical covariate is introduced by defining an ANOVA like dependence of the base measures which generate these point masses. As in the general DDP setup implementation is no more difficult than for a traditional DP mixture model, with the only additional complication being dependence when resampling multivariate point masses.

We discuss differences and relative merits of the two approaches and illustrate both with examples.

Bayesian analysis of synodic time series

Sujata Mukherjee

Synodic time scale (STAT' 2000) has been proved to be INTRINSIC  (BS/IMS,2000) for noctuid data counts controlled by births,deaths and  migration activities.This Synodic time series [Ytpi], of noctuid data counts is comparable to a hidden Markov chain, because of the distribution of the 

lunar phases,tpi,in increasing order during the waxing period and in decreasing order during the waning period, each phase depending on the previous phase, with the state of missing phases as hidden phases.

In this presentation,an attempt has been taken for fitting a Hidden Markov Model of order one to explain this series,[Ytpi] by the off diagonal elements of the transition probability matrix, given,{Ytpi : tpi(- N}; an irreducible homogenous MC on the state space { 1,2,3,...........m }.

Reinforced Markov and Semi-Markov processes in continuous time.

Pietro Muliere

Most, if not all, Bayesian nonparametric updates from prior to posterior can be understood in terms of reinforcing paths. An observation arises as a consequence of a realisation of a random path; the probability the next observation either in its enterity or partially is reinforced. Recently, starting from the idea od reinforcement, Muliere,Secchi & Walker (2000) defined a Reinforced Urn Process in disrete time. This process when it is recurrent is a mixture of Markov chains. In this talk we reinforce a Nonhomogeneous Poisson process in order to characterize a class of mixtures of Markov and Semi-Markov processes in continuous time. Moreover we discuss some connections with  Bayesian Nonparametrics. 

Joint with: P. Secchi and S. Walker.

Consistency for  mixture priors

Sonia Petrone

One way of constructing a nonparametric prior is via mixture of parametric distributions. I will briefly discuss a general construction of mixture priors, which includes continuous mixtures

or finite mixtures with a random number of components.

Then I will discuss consistency of the posterior and of the predictive distribution function from the mixture prior. I will start with the case of a Bernstein prior for data in [0,1]. Roughly speaking, the Bernstein prior corresponds to model the density of the data as a mixture of known beta densities.

We first show that, under mild assumptions, the posterior is weakly consistent for any distribution function P_0 on [0,1] with continuous and bounded Lebesgue density. With slightly stronger assumptions on the prior, the posterior is also Hellinger-consistent. This implies that the predictive density from a Bernstein prior, which is a Bayesian density estimate, converges in Hellinger sense to the true density (assuming it is continuous and bounded).

When the the number of components in the beta-mixture is truncated, we show that under mild restrictions, the posterior concentrates on the set of so called pseudo-true densities. The results will be illustrated in a simulation study. Finally, I will discuss how consistency results can or could be proved for mixture priors on a more general sample space.

Joint with: Larry Wasserman.

 Distributional results for means of normalized random measures with

independent increments

Igor Pruenster

We consider the problem of determining the distribution of a mean of random probability measures which are obtained by normalizing an increasing additive process. A solution is found by resorting to a well-known inversion formula for characteristic functions due to Gurland. Furthermore, applications to Bayesian nonparametric inference are pointed out. Finally, some suggestions are offered for finding the expression of the posterior probability d.f.

Bayesian nonparametrics and special functions

Eugenio Regazzini

Some extensions of results concerning connections between multidimensional hypergeometric functions and the distribution of any mean of a Dirichlet process will be presented. In particular, these connections will be exploited in order to obtain an expression for the characteristic function of such a mean.

Urn Schemes and Exchangeability

William D. Sudderth

Let X_0,X_1,...be the successive proportions of red balls in an urn to which at the nth stage a red ball is added  with probability f(X_n) and a black is added with probability 1-f(X_n). What conditions on the function f imply convergence of the sequence X_n? Suppose further that Y_1,Y_2,...are the Bernoulli variables corresponding to the draw of a red or black ball at each stage. What conditions on f imply that the Y_n are exchangeable? These problems, which were suggested by Bruce Hill,will be discussed.

Moments for nonparametrics

Luca Tardella

In this work we explore the possibility of defining a random probability measure (RPM) by defining the corresponding random sequence of its moments. In order to ensure a one-to-one correspondence we limit ourselves to the case of probability measures supported on compact intervals. We study the theoretical properties of RPM defined through this scheme and the possibility of using them in Bayesian nonparametrics through devices that allows for approximating conditional expectations. A motivating example concerning nonparametric recapture models is shown where the proposed scheme is successfully employed with real data and simulated data.

Bayes nonparametrics and decision making.

Stephen G. Walker

I will discuss the area of decision theory combined with the use of nonparametric priors/models, concentrating on comparing the Bayesian nonparametric approach with alternatives.

Bayesian Information Processing and Parametric and Non-Parametric Models 

Arnold Zellner

After showing how optimal information processing rules for learning from data, including Bayes' theorem, can be derived as solutions to explicit optimization problems, the use of parametric, semi-parametric and non-parametric models as inputs to information processing optimization 

problems will be considered.   Also, the output densities associated with these inputs will be compared to determine how the number of parameters employed in the alternative models' inputs influences the posterior odds associated with alternative output predictive densities given a particular sample of data.  How much the penalty for adding extra parameters and goodness of fit of alternative models influence the values of posterior odds will be examined in detail and reported. Conditions under which particular approaches tend to be favored will be described.  A summary and suggestions for additional work will be provided.

Bayesian Approaches in Nonparametric Estimation Problems

Linda Zhao
We study asymptotic frequentist properties of Bayes estimators in the nonparametric white noise with drift problem which is equivalent to nonparametric regression and nonparametric density estimation. We discuss estimating the function curve as well as the problem of estimating the value of the function at a point. We also discuss the possibility of adaptive Bayes estimators.
