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Introduction

Linguistics is a discipline of great intricacy: students have to learn to manipulate and interrelate small bits of data. At the same time, linguistic theory tends to be quite abstract; to neophytes the theory they read about seems quite unconnected to the phonemes and morphemes they see strewn across a homework assignment. Bloomfield’s sentence “Phonemes contrast” is straightforward to the initiated – indeed, elegant in its simplicity; to the uninitiated, however, it is opaque and unhelpful. Linguistics instructors are challenged to make visible both the forest and the trees.

Computers add to the techniques in a linguist’s pedagogical repertoire. Computers can be used to help instructors in presenting new information, and to help students in practicing new techniques. They can allow us to combine and examine more information in a greater variety of ways and in less time than was previously feasible.

For teachers, using computers in teaching offers several advantages. Visual and sound presentations in lectures can be improved. More class time can be spent on difficult �or interesting issues, and less on repetitive drill. Complex data, large corpora, and sophisticated analytical techniques can be introduced earlier or more easily than with traditional methods.

From the students’ point of view, computers allow them to work at their own pace receiving immediate feedback without academic penalty – in short, they can “play” with the data. For some students, using a computer means that they can master the basics, rather than merely survive the course. In other cases, students are able to make a better analysis of a problem than they could have done using traditional methods. Most students find educational programs on the computer enjoyable, even if they are not previously familiar with computers. 

All computer programs require learning how to use them. In general, there is a trade-off between ease of learning and power. Programs which are easy to learn generally have fewer features and are less flexible and can do fewer things. The programs with powerful features usually have high learning curves. 

Software for teaching linguistics

This section explores ways of using computers as a teaching assistant. Here the computer imitates some of the activities of an instructor. Information is presented to the student, questions are asked, and the student’s answers are evaluated. Occasionally someone suggests that in future all teaching will be done by computers and that teachers will become redundant. These suggestions are more commonly advanced by those with little experience in teaching or computing. In my view, teachers are a basic requirement of a complex civilization; computers are tools. Good teachers have a responsibility to use the most advantageous tools available; for many tasks, a computer is a useful tool. 

Teaching linguistics is a complex endeavor. In elementary courses, students have to comprehend a number of difficult concepts, and they have to acquire certain skills requiring considerable practice. Fortunately, some students will learn linguistics no matter how it is taught. These we can forget about in this chapter: there is no need to devise better ways of teaching mathematics to young Newtons. However, instructors in introductory linguistics courses typically find that there are some students who, although they are motivated and clearly capable in other fields, never come to control basic notions in linguistics – they are not easily able to “see” relationships in data in the way linguists do. Many of the ideas developed in this section relate particularly to lessening the difficulties these students experience in elementary courses.

In more advanced undergraduate courses and in graduate courses, students have to develop research skills in finding order in large sets of data, in formulating hypotheses in terms of a theory, and in testing those hypotheses. Certain areas of linguistic education involve specialized training. In phonetics, for example, students need ear training and practice in transcription; they need to learn to acquire and interpret acoustic and physiological data. In some fields, students need to learn statistical techniques. As students progress in their education, the difference between their study and the work of an experienced scholar lessens. The computer shifts from an instructional to a research tool; the use of the computer in research is more fully discussed in other chapters of this book.

We are still at the beginning of using computers as teaching tools. Linguistics, so far, has rather little in the way of such software. Although I have mentioned existing programs where I am aware of them, much of the material that follows is hypothetical in that it discusses the types of programs that might be developed rather than ones which are currently available.

Computer Assisted Instruction

Computer assisted instruction (CAI) is a term applied to situations in which the student works alone at a computer to study material presented as structured lessons. (For recent general discussion, see Hockey 1992 and Irizarry 1992; also Bantz 1989, Burns et al. 1991, and Psotka et al. 1985. For discussion specifically aimed at linguistics, see Ansel –Jucker 1992). The software containing these lessons is known as courseware. Typically, students go to an instructional computer laboratory where computers containing the programs are found; they select the appropriate program and follow the instructions provided. Increasingly, CAI programs are made available through the electronic network.

Courseware may present new material; more often, however, it extends the activity of the lecture or tutorial. CAI is particularly suited for introductory courses and for teaching specific skills. 

The simplest format of CAI is an explanation of the point at hand, followed by a question to which the student responds. A correct answer allows the student to proceed to the next lesson. With incorrect answers, the student tries again. The computer might, for example, present a set of Arabic data as in Figure 1.

�_______________________

Figure 1 near here

_______________________





After examining these data, the student can be asked a question such as: “What consonants do all these forms have in common?” The student then enters the answer. If the answer is the correct one – /k t b/, the computer shows a message such as “CORRECT,” and the student goes on to the next question. If the student gives an incorrect answer such as /Ö k t b/,  the computer shows a message that the answer is incorrect, possibly providing some help such as “You have too many consonants; not all of these occur in every form.” At this point the student tries again.

We can easily image how this lesson might be expanded with further questions: “What meaning do all these forms have in common?” “If /¶ k r/ is the root meaning ‘remember,’ what would be the Arabic for ‘he remembered’?”

Essentially, problems of the sort traditionally found in workbooks have been moved to the computer. The difference lies in the ability of the computer to give immediate feedback to the student. Some materials are better suited to CAI than others. In general, questions which have clear-cut, finite answers work well; for example:

	What is the underlying form of X?

	Which phonemes belong in the class defined by the features shown?

	‘What you need most is a good rest.’ This sentence is a cleft sentence, 		pseudo-cleft sentence, neither?

	The passive of ‘Mary bit the snail’ is _________.

Familiar pedagogical techniques such as problem solving, matching, filling in the blanks, multiple choice, and true or false can be used. Questions requiring discussion or explanation do not work so well.

Courseware may cover an entire course, or it may deal with only certain aspects. The program LX Problems by Labov (Figure 2) presents a wide range of material appropriate to an introductory course. Programs of a larger scope have the advantage of providing a unified approach over a longer period of study. The smaller programs are more easily modified and thus more easily used by other instructors and in other situations. Computer programs are more rigidly structured than books. Where the instructor’s own method of teaching follows the same structure as that of the program, there is of course no problem; however, two teachers rarely follow the same syllabus. In my own department, some instructors prefer to introduce phonology before morphology in Introductory Linguistics; others reverse this order. Designing a single computer program that allows this kind of flexibility is difficult.

_______________________

Figure 2 near here

_______________________

An alternative approach to the large, all-inclusive program is a modular approach with a series of smaller programs each focussing on a specific area. An example of the smaller program is Phthong (described more fully below) which teaches a specific skill, the phonemic transcription of English. 

One particular type of program which should be mentioned here is hypertext (specific versions are produced under several names, such as HyperCard, SuperCard) �which has been used extensively for courseware (Figures 3a and 3b). The basic conception of hypertext is a stack of cards through which the user navigates. The user sees one card at a time. The card typically presents text along with various buttons; by clicking on the appropriate button, the user can go to the next card or return to the previous card. Other buttons can take the user to a related card. For example, if one card mentions “isogloss,” the program could be set up so that by clicking on “isogloss,” the user is taken to a card explaining isoglosses. Any number of such connections is possible. A different situation might allow the user to see how different theoreticians have analyzed the same point. Cross-references, footnotes, bibliographic references, and explanations can be made available as necessary. A collection of cards is known as a “stack,” hence the term “stackware” which refers to a set of material that can be run using a hypertext program.

_______

Figures 3a and 3b near here

_______

The advantage of hypertext is that students are encouraged to interrelate information and to examine it from different perspectives rather than just to process ideas in a linear fashion (the ordinary way of reading a book). Ansel-Jucker (1992) discuss specific uses of hypertext; see also the description of Phthong below. Hypertext systems generally allow someone without programming skills to produce simple educational stacks without a great deal of difficulty. Professional programmers can use an associated programming language for much more sophisticated results. 

�Theory Modelling

In research, computers are often used to model theories: that is, the computer program produces the same results as those which the theory predicts, given the same input. In linguistics, a model might simulate the way government and binding works, or feature geometry. For a specific situation, such as for a particular language, we propose hypotheses framed in terms of our theory. The computer model could then test our hypothesis. 

Much research in linguistics involves applying a theory to a set of data. By being able to test their hypotheses using a theoretical modelling program, we can formulate better hypotheses and identify points where the theory has difficulty in accounting for data.  

In introductory classes, students need to learn about the basic relationship of theory and data. For example, they have to learn how a phrase structure grammar can be used to generate sentences. Computer programs which model theories can be useful in this type of teaching. A possible syntactic program could provide students with practice in a variety of tasks. Students could be given a grammar and some sentences and asked to determine whether the sentences are grammatical or not. In a different problem, students could be given a simple grammar with appropriate lexical items and asked to generate grammatical sentences. A more complex task would be to ask students to modify an existing grammar to account for additional sentences, or to create a grammar to account for certain data.

Many students not specializing in linguistics experience difficulty in learning linguistic theory. Part of this difficulty for some students is clearly the formal nature of �theory; for many students, linguistics is their first encounter with this type of thinking. Rather than avoiding theory at the elementary level, Sobin (1991) suggests that we meet this fear of formalism head-on. He describes the use of the programming language Prolog in teaching basic syntactic skills in an elementary course. Sobin argues that by allowing students to construct grammars and to manipulate them, the process “turns an otherwise very abstract subject into a much more concrete one, which makes non-majors much more comfortable dealing with the subject matter. Prolog materials are frequently aimed at audiences with background in logic, linguistics, or computer science. However, I have found that it is quite possible to use the Prolog generative rule facility successfully with an audience untrained in any of these.”

Another area where modelling could be of use in teaching is phonology. Here, for example, feature trees could be introduced. Students could practice construction of these trees to match segments against feature trees. They could be given a phonemic inventory of a language and asked to construct appropriate trees for the segments. 

From such exercises in modelling, students become familiar with a theory; they learn its internal rules, how it accounts for data, the difference between grammatical and ungrammatical data, how rules and constraints are used to account for data and to exclude non-occurring possibilities.

At a more advanced level, computer simulations of models could be used to test descriptions of languages. A model could be used to point out any rules in the description which are inconsistent with the theory or with each other.

�A practical difficulty is that computer models of theories require considerable programming effort and theories change rapidly, possibly rendering a model useless. Further, the computer requires specificity whereas the theorist may prefer to leave various points vague. The field of computational linguistics has done quite sophisticated work in this area, particularly with English syntax and morphology. See the chapters in this book on natural language processing (7 and 8), and also Ide 1991, Dresher and Kaye 1990; GTU, SysPro, YOUPIE.



Computers in specific areas of linguistics

Butler (1985), Ide (1991), Roach (1992) are general sources of information on the use of the computer in linguistics.

Core Areas of Linguistics

Phonetics

Computers have enormously changed our ability to do phonetic work, and they have great potential to improve the way we teach phonetics (Knowles 1986).

To be used by a computer, sounds must be digitized. This is easily accomplished with a tape recorder (or microphone) and a digitizer. Computers are now available with a digitizer built-in; traditionally, however, the digitizer has been separate: either a card placed inside the computer, or a separate device attached between the tape recorder and the computer. One difficulty is that digitized sounds take up a great deal of memory, requiring a large hard disk or other storage device.

Ear training and transcription are areas in which the computer can help the instructor. The Phonetic Symbol Guide – Electronic Edition by Allen, Pullum, and Ladusaw allows the user to hear the sounds of the International Phonetic Alphabet. The Electronic Edition is a talking accompaniment to the Phonetic Symbol Guide (Pullum and Ladusaw 1986). Similarly, the sounds accompanying Ladefoged’s A Course in Phonetics (1992) are available in a digitized form. Jonesphones allows the user to hear Daniel Jones pronounce the cardinal vowels, as well as providing a limited drill in identifying the cardinal vowels. Courseware for ear training can be further useful in that students can work on their weak spots, those with poor preparation can upgrade their skills, and anyone planning field research could brush up on the sounds likely to be encountered. 

Phonemic transcription can be taught using a computer (see discussion of Phthong below). Essentially items are presented to the student who enters a transcription, and the transcription is evaluated by the computer for accuracy. The phonetic symbols are entered by clicking on an area of the screen where the symbols are shown. The open-ended nature of narrow transcription presents a problem for the computer. If the number of possibilities is limited, however, then the same type of format used for phonemic transcription can be used to teach narrow transcription. Access to the larger number of symbols required for this type of transcription can be provided by a palette of symbols lurking in the background of the screen.

Most students find practical work with vowels particularly difficult, needing a great deal of practice to be able to perceive, produce, and place them on a vowel chart accurately. Courseware could be used to teach them, starting with a limited number of �vowels and gradually increasing the number that the student must discriminate. A related type of exercise would require students to put a dot on a cardinal vowel chart corresponding to the vowel they hear, with the computer evaluating the answer. A more complex program would make an acoustic analysis of the students’ vowels and chart the formants.

The Sounds of the World’s Languages provides examples of a large number of contrasts found in languages around the world. For example, one can hear preaspirated consonants in Icelandic or clicks in Nama (Figure 4). This program is a valuable source of material useful for classroom presentations and for student research projects. These sounds can be analyzed acoustically.

_______________________

Figure 4 near here

_______________________



Computers offer excellent opportunities for teaching the anatomy needed in phonetics. Interesting exercises could be devised where the student has to assemble a larynx on the screen by dragging the cartilages into their correct positions. Three dimensional models could be made which would allow the student to rotate a model of the larynx and view it from different angles. Some of the work that our medical colleagues are doing might well be useful to us in this area.

The UCLA phonetics laboratory has developed a program which models the vowel sounds that would be made with a vocal tract of a particular shape. A similar program might model the sounds produced by varying the position and tension of the vocal folds.

Waveforms and spectrograms can easily be used for classroom demonstrations and discussions (Signalyze). Laboratory exercises using prepared materials can be used for more advanced assignments. UCLA’s Sounds of the World’s Languages provides excellent material for student projects in acoustic phonetics. In future years, we should see much more in the way of databases of digitized sounds which can be used for teaching purposes. The acoustic program by Randolph Valentine (Figure 5) allows the user to measure and compare the fundamental frequency of speech from a child and from an adult.

_______________________

Figure 5 near here

_______________________

One example of this is the Oxford Acoustic Phonetic Database which has appeared as a CD-ROM. The disk contains spoken words from several languages or dialects: English (US, RP), French, German, Hungarian, Italian, Japanese, and Spanish. The corpus was constructed to illustrate the consonants and monophthongal vowels of each language. This sort of material seems ideal for individual projects in acoustic phonetics. Students could be assigned topics such as “Geminate length in Italian,” “A comparison of glides in XYZ,” “Moraic duration in Japanese,” “Taps and trills in Spanish.”

We can easily foresee the appearance of similar collections of data in other areas of linguistics. Databases can be of various forms in linguistics (Knowles 1990). They can be corpora of raw materials, or structured in some fashion; they can be in ordinary orthography or in a phonemic transcription. They can be digitized sound for phonetic research, as in the Oxford collection, and they can be coded to identify morphological and syntactic units.

The computer provides not only the access to the data, but also the tools for the analysis. CD-ROM’s (very similar to compact disks for music) are particularly suitable for this as they are capable of storing large amounts of data and they can be produced quite inexpensively.

Phonology

Phonemic transcription needs a great deal of drill, and thus it is an area especially well suited to CAI. Programs for this are CAPTEX, Phonetics, Phonetics Tutor, and Phthong (discussed in some detail below).  

Elementary phonology problems could easily be used on a computer. Structured lessons could be effectively used to supplement the lecture and tutorial material to give students a large number of problems exhibiting a variety of phenomena. Structured lessons could also drill students in recognizing typical phonological processes such as palatalization. Valentine’s Introduction to Linguistics (Figure 6) teaches phonological feature specification.

_______________________

Figure 6 near here

_______________________



One difficulty in learning phonology is to learn to distinguish probable solutions from far-fetched ones. We have all had students who are frustrated because their answer was marked wrong although it “worked”: e.g., “voicing of the initial consonant is determined by the height of the second vowel in the following word.” Multiple choice questions could address this problem directly by asking students to choose the best answer among various ones that technically “work.”

�At a more advanced level, computers are a useful way to present students with more complex sets of data. Even basic tools such as a spreadsheet could be used to reorder the data in various ways or to search for all occurrences of an item.

Phonological theories can be implemented as a computer program. Dresher and Kaye (1990) developed a program YOUPIE to model the cognitive ability a child uses to learn the stress system of a language. 

The UPSID database of phoneme inventories which Maddieson has constructed provides an excellent source for projects in phonological universals.

Morphology

At the elementary level, students can use appropriate courseware to learn basic notions by practicing basic tasks such as dividing a word into morphemes, listing other allomorphs, identifying cranberry and portmanteau morphs (See the example from LX Problems in Figure 3). A more demanding program could ask the student to show the constituent structure of a word, labelling each portion.

Klavans and Chodorow (1991) used an instructional morphological parser  to teach morphological theory at the graduate level allowing students to test analyzes that morphological theory predicts. See also PC-Kimmo (Figure 7).

_______________________

Figure 7 near here

_______________________



Syntax

Instructors in elementary linguistics courses are reporting that many students arrive at university nowadays unfamiliar with simple grammatical notions such as subject, preposition, and prefix – never mind gerund, relative clause, or subjunctive. Exercises can be developed to bring students up to speed who have deficiencies is this area. The individual use of the computer allows students to work on those areas which are a problem for them without requiring the time of the entire class.

Certain notions in syntax are quite challenging for some students: e.g., the relationship of an underlying string to a surface string. At Toronto, Arbourite is being developed to provide students with help in mastering this concept. Arbourite will, as well, have a tree-drawing facility. Students will be required to draw an accurate tree for a particular sentence. Ultimately, we would like to have a program that could parse strings for us; to avoid dealing with the complexity of a parser immediately, however, we are going to use exercises with prepared answers, stored in the computer as labelled bracketed strings which the computer will convert to trees. Several people in our department teach introductory linguistics at various times. No two of these use exactly the same theory; therefore, we want to make our program adaptable to all of them, and to even greater variation at other universities. Different instructors will be able to modify the analysis used by other instructors to suit their own needs.

For advanced work in syntax, there is a great deal of work in natural language processing (see chapters 7 and 8 in this book); see also Bakker 1988, LFG-PC, ProfGlot, Stuf, SYNTACTICA, PC-PATR.

Semantics

Some students find semantics difficult, particularly in making fine distinctions of meaning. Computers offer a good opportunity for extensive practice in this area. Probably some ideas could be borrowed from programs used for teaching logic such as Tarski’s World.

Advanced students in semantics will find much of the work in natural language processing of use (see the chapter in this book); see also FrameBuilder, Semantic Tutorial, and SEMANTICA.

Other Linguistic Courses

Structure and History of English

Many universities offer courses titled something like “The Structure and History of English,” where English could be any language. Here the opportunities for computers are not in set exercises, although they could be used, but in the wealth of material that could be made available to students. For structure, sizeable corpora of various sorts could be used; any of the topics mentioned above – phonology, morphology, syntax, etc. – could be available. For history, a wealth of interesting material could be made available, such as digitized reconstructions of historic pronunciations, maps, dialect information, pictures of manuscripts, etc.

Languages of the World

Here the need is for a breadth of material covering linguistic, anthropological, and sociolinguistic data. Multimedia presentations of text, sound, and video could give �students a concentrated look at important and interesting aspects of a language and its culture; maps (Figure 8), samples of texts, speech, and writing could be used. These presentations could be used both for individual work and classroom presentation. The large storage capacity of CD-ROM’s could provide a large variety of materials from which instructors could select the ones most useful to their purposes. A basic source of information about most of the world’s languages is the Ethnologue.

_______________________

Figure 8 near here

_______________________

Dialectology and Historical Linguistics

Courses in these areas share a good deal: they often present data in a geographical and temporal dimension. The geographic dimension can easily be shown by maps; computers, however, can add the temporal dimensions showing changes over time (A World of Words, Figure 9). These features can be accompanied by sound illustrating these and other dimensions of dialect such as social class, age, sex, etc. Theoretical models could be used to test hypotheses of language change. Programs available now can convert data to charts and maps, providing excellent ways of illustrating dialectal information. Computers also can ease the introduction of statistical methods. See also Smith 1987 and IVARB/MacVARB.

_______________________

Figure 9 near here

_______________________

Sociolinguistics

In sociolinguistics, multimedia presentations could show language in action in different social situations. Kinship studies (Findler 1992) might especially find computers useful. �Classroom presentations could be quite effective in demonstrating different kinship systems. Theories of kinship could be simulated and tested. Projects on color terminology could be set up with a computer, replacing the need for color chips.

Psycholinguistics

Student projects in psycholinguistics often involve experiments in areas such as the response time in various situations. The questions can be posed on the computer screen and the response time can be calculated by having the computer determine and record how long the subject takes to press a key. Graphic programs offer easy ways of turning numerical data into more readily understood charts. Many psycholinguistic experiments require the use of statistical programs. See EDW.

Writing Systems

The ease with which different fonts for alphabets and scripts can be used on a computer is an asset in teaching writing systems both in presentations and in structured lessons. Exercises could be used for learning about a writing system as students often do in a general course, or they could be used for more intensive practice aimed at mastering a particular writing system. A large number of computer fonts are available through Internet from computer archives. Figure 10 illustrates how two fonts can be used to demonstrate different ways of writing Latin in ancient times.



_______________________

Figure 10 near here

_______________________

Speech Pathology

Many of the techniques of phonetics are easily adaptable to teaching speech pathology simply by varying the content somewhat. In phonetics, for example, sounds of disordered speech, such as denti-labial stops or cleft palate speech, could be added to those of the normal speaker. Programs could be organized so as to give students practice in particular interview schedules, guiding them in entering, sorting, and interpreting data from interviews (PEPPER). Exercises aimed at learning to recognize disorders could be devised; for example, sound recordings could be available along with acoustic and physiological data. Computer simulations could be used to introduce students to various laboratory instruments.

Lexicography

Lexicography is rather seldom taught as a course on its own, but problems could well be presented using a computer with collections of relevant citations. Many dictionaries are now available in electronic form and could be used for student projects. See Conc, FrameBuilder, and MacLex.

Developing teaching software 

I have been involved in developing two projects: Phthong and Arbourite. My remarks in this section are clearly personal, stemming from my own experience in these two programs. I use Phthong as an example, not as any sort of ideal, but because I know the history of its development best.

Design

Developing linguistic software requires two types of expertise: linguistic and programming. These may be found in the same person or in two. Many programs have been developed by linguists cum amateur programmers. The efficiency and sophistication, however, that a professional programmer can bring to a project should not be underestimated. Phthong was developed by a linguist and a programmer.

At the outset, the scope of the project needs to be considered. In developing Phthong, we wanted a rather small, self-contained program to teach the phonemic transcription of English. It is also important not to reinvent the wheel; so we checked available sources as much as possible to make sure that no one had developed or was developing a similar program. Other programs existed but were different in some way from what we hoped to achieve.

We also knew that we wanted two kinds of flexibility. First, instructors have rather strong preferences as to the symbol inventory and transcription systems that they use. Since we wanted the program to be used at other universities, we saw the need for a flexibility that would allow instructors to choose various transcription systems. Second, we wanted to be able to change the examples; this ability would also allow instructors to modify the answers to suit their own preferences or dialect areas. Ultimately, we achieved this flexibility by having a separate set-up module which allows the instructor to choose the transcription system and to modify the entries.

The linguist was responsible for the basic design and the linguistic content and accuracy. For Phthong, we decided to use a simple linear design in which the sounds �would be presented one-by-one. The effect is like being shown a series of cards with questions on each card. For each sound we have a short introduction showing the use of the sound, then a set of about five or six cards is presented in sequence with each card giving a word illustrating the sound in phonemic transcription and asking the student to supply the ordinary English orthography. Then, the process is reversed: the student is presented with a similar number of cards giving the English orthography and asked to provide the phonemic transcription; then, on to the next sound.

The programmer was responsible for preparing the program, a set of instructions in a computer language which directs the computer to perform the desired task. It is not always easy to remember or to figure out what the computer code is trying to accomplish at each point in the program. For this reason, it is important that the programmer document the code fully, by inserting explanatory notes. 

At the outset, basic programming decisions have to be made. For Phthong, we chose the Macintosh computer because that was the ordinary machine used in our department and the university had a Macintosh teaching site in place, and we chose to use HyperCard (see the general discussion on hypertext above), which is not a language in the usual sense, but a program itself which allows programs, called stacks (sets of interactive cards), to be constructed. We knew that HyperCard stacks had been quite successful in other educational programs. The basic conception of HyperCard as a stack of cards through which the user navigates fit our own design well.

To start the actual development on its way, we made an initial mock-up of what each type of card should look like, and we picked a couple of examples for each type of card. The programmer then was able to make a small prototype of Phthong. 

Fairly early on, the design of the interface (Schneiderman 1987) was a joint concern for the linguist and the programmer. Two considerations were important: function and appearance. Ideally one wants the operation of the program to be immediately apparent and natural to the student. Small items are extremely important: size and placement of each item on the screen, the number of items on the screen at once, and the method of signaling correct or incorrect answers to the student.

Figure 11 illustrates a phonemics-to-English card in Phthong. Here, students are given the phonemic transcription and asked to produce the ordinary English spelling – seat. The right and left arrows are buttons, which, when clicked on, take the student to the next or to the preceding card. Listen plays the sound of the word. Test lets students test their answer. Answer shows the correct answer as long as the mouse button is depressed. The Help button in the upper left corner gives assistance with this type of card. The TOC button in the upper right corner takes  students to the Table of Contents, a point from which they can go to other lessons or exit the program.



_______________________

Figure 11 near here

_______________________



Figure 12 shows the other type of card where students are given teak and asked to enter the phonemic transcription – /tik/. Each of the phonetic symbols at the top of the �card is a button. When the student clicks on a symbol, that symbol is entered in the answer box.

_______________________

Figure 12 near here

_______________________



If the student’s answer is correct, the word “CORRECT” appears at the bottom of the card. For incorrect answers, a hand appears below the answer with a finger pointing to the leftmost error with a short message such as “you have too many symbols,” “you don’t have enough symbols,” or “you have the wrong symbol here.” We had hoped to have more detailed messages such as “you have forgotten that mid tense vowels in English are diphthongs,” but incorporating such messages proved quite difficult.

When students are completely stymied, they can click on Answer, and the answer will appear for as long as the mouse button is depressed. We felt that providing this device would help prevent students from giving up in complete frustration.

Programs inevitably have problems. Once a basic model is running, it is important to test it as much as possible. Programs need to be tested on different machines and with different users. With Phthong, the early testing was done by the linguist, with the program shuttled back and forth between the linguist and the programmer for revisions. We tried to use only one version at a time so as to avoid any confusion. 

Once we had a working model, Phthong was tested with three volunteers. Using inexperienced people is important in finding out whether the interface works properly.  Fortunately, the university computer services staff were willing to run these tests. We also felt that it would be useful for the developers not to be present for the testing. Various �suggestions for improvement emerged. For example, we realized that we needed some basic instructions on using the computer when one student was observed waving the mouse in mid-air at the screen as if to say “Beam me up, Scotty.”

Further testing involved trying it out as a part of regular courses. The next step was to send it to instructors at different universities; this phase is known as beta-testing.

For the full scale model, we needed a full list of words to be used. The linguist was responsible for providing these with the appropriate transcriptions in order that each example included only sounds already introduced. When the longer list of words was introduced, we found that using HyperCard directly was unpleasantly slow in moving to the next item. The programmer was able to solve this problem by storing the data in text files which HyperCard could use more efficiently. A structural change such as this required a major programming change.

An important part of any program is the documentation for the user, the printed materials that accompany the software disks. In commercial enterprises, the writing of documentation is a specialty of its own, experience having shown that developers are not always the best people to explain a program to new users. Linguistic programs are unlikely to have that kind of luxury, and documentation will probably be prepared by the developer. Fortunately, our basic trade skill is explaining complexities.

As the program matures, developers think about improvements which make the program more interesting – bells and whistles. In Phthong, we have done little yet in this direction, but some possibilities include an animated vocal tract showing the production of each new sound as it is introduced, accompanied by a playing of the sound itself. We �could use a more imaginative “CORRECT” message: perhaps a random choice of flares of rockets, polite golf applause, trumpet fanfares, or a genteel “Good show!” These adornments are clearly optional, but they use the computer to merge work and play, an old-fashioned teaching technique.

After Phthong had been used for some time, the electronic network increased significantly in importance. The university wanted to shift teaching programs to the Web and to restrict computer laboratories to internet use only. We are currently developing a Web version of Phthong which students can access from a computer, either in the lab or by modem from home. The advantage is that anyone can use any platform and no longer has to go to a specified laboratory during certain hours.

At some point, ownership and copyright of the program have to be dealt with. Universities typically have policies which regulate such matters, at least in part. Clarifying such issues at an early point will help prevent unpleasantries from emerging later.

Distributing software successfully is difficult. Software can be distributed commercially, whereby unlicensed copies are illegal. Unfortunately, the distributional infrastructure for educational software is not as well developed as it is for books. Software can be distributed free, with unlimited copying allowed. A third method is called shareware, in which anyone can make a copy to try out the program; users are expected to remit a fee (usually small) to the developer if they keep the program, otherwise to destroy it. Sometimes, programs start out as freeware or shareware and become commercial after their value and reliability are proven.

�Linguists developing teaching software will obviously use it in their own classes if the institution has appropriate facilities. Like-minded colleagues in other universities are often interested in trying out a program. Many of our colleagues use computers mainly for word-processing and have little special interest in trying new methods of teaching. In helping such linguists to see the possibilities of teaching with computers, it is important to be clear about meeting their needs. A program has to help them do their job better, otherwise it is just a toy. 

Arbourite is a program for drawing syntactic trees and teaching the relationship of underlying and surface structure. My colleagues in syntax were clear that this was an area of difficulty for beginning students. Although I do not teach syntax, I felt that this was an appropriate area for a CAI program. We formed a steering committee for general supervision, and we have gone through course outlines and homework assignments to see what teaching strategies used in traditional teaching might be implemented on a computer. We have tried to make Arbourite a departmental project to ensure that it meets the needs of those who will use it. 



Problems

“There is a really neat program for doing just what you want that will be out real soon now.”

The computing world has developed a bound morpheme -ware as in software, hardware, shareware. An unfortunately common species is vaporware, software which lives in the �heart and soul of the developer, but not on the machine quite yet. In developing software, there is many a slip twixt conception and fruition.

An instructor wanting to use CAI is likely to have trouble finding a suitable program. Little is available. Linguistics is a small discipline. Few people have the combination of knowledge, time, and incentive to develop materials for such a small audience. At present, there is no well-developed distribution scheme for getting what does exist to the instructor. Book publishers, on the whole, have not been enthusiastic about publishing software, and traditional software publishers have not been terribly keen on the academic market. Occasionally, a potentially useful program is available on a platform (e.g., IBM v. Macintosh) which is unsupported at the local institution.

The appendix lists programs which might be of use in teaching. Some of these are quite general in their purpose, and their use is obvious. Others emerged from quite  specific needs; adapting them to someone else’s course might be quite difficult. A program might, for example, be an excellent tool for teaching morphology using an item-and-arrangement approach with Greek examples, but of little use to someone using a different theoretical framework or who was teaching the structure of English.

 “This program is fantastic, and I just don’t understand why it isn’t working right this afternoon.”

Medieval scribes had a patron demon Titivillus who caused them to make errors in their writing. With the increasing cutbacks in manuscript production, Titivillus has shifted his operations recently to the equally fertile field of computer programming. Bugs can and do happen in every aspect of program development. Trained programmers are an asset here: �first, they have experience in locating problems and fixing them, and second, they have a reassuring professional perspective that views bugs as an ordinary part of programming life.

Robustness describes a program’s ability to operate well in different environments. Large software developers have the resources to test their products in a wide variety of settings (and even then they cannot completely eradicate Titivillus’ work); linguistic programs are usually developed under much more constrained circumstances with inevitable problems as they are moved to different machines and to different sites. Realistically, users of linguistic teaching software have to be prepared to deal with a lower level of robustness and reliability than they would tolerate in commercial, general-purpose products. 

Even when a program is available and works properly, its usefulness can be undermined by its design. We can imagine a wonderful syntax program capable of analyzing complex sentences. It is less easy to imagine two syntax instructors using exactly the same theory. This is a particularly difficult problem at the elementary level. An instructor may feel that an AUX node is a troublesome nuisance for beginners, but our wonderful syntax program may stick them in faithfully. Students at more advanced levels can deal with this kind of diversity; beginners have more trouble. In doing exercises in a traditional manner, the instructor can tell students just to omit the AUX. The computer program, however, tells students they are “wrong” every time they omit the AUX.  Teaching programs need to allow flexibility for instructors to modify them to suit their own needs and teaching styles.

“Our present budget projections do not envision further expenditures on what many of my decanal colleagues frankly consider frills.”

Computing costs money. Administrators have to dispense carefully the little money they have. Given the experimental nature of computers in teaching, finding money for computer sites may be an uphill struggle. Sites also require security and maintenance, items with costs attached. The software itself is usually a more manageable expense.

Some of our older colleagues immediately think of steel pen-nibs at the mention of “high-tech”; they tend not to be well disposed to spending money on “frills” such as computers. Others see computers as limited to the “hard” sciences, with strong doubts about their usefulness in linguistics.

Any academic contemplating software development should be aware that it can be very time-consuming. Further, administrators tend to view such work with little enthusiasm in making decisions about tenure, promotion, and merit increases.

Ideally, to develop teaching programs, we need projects combining linguistic and programming expertise; unfortunately, educational development grants for producing instructional software are rare.

Prospects

A colleague has often told the story that manufacturers thoughtfully equipped the earliest automobiles with buggy-whip holders because of their proven use on vehicles to that date. Our normal pattern is to use new technology very conservatively to make old methods better and easier. Gutenberg tried to make his bible look like a manuscript, and laser printers still come with fonts to look like a typewriter.

Predictions about how computers will change our lives are unreliable. We are still waiting for the paperless office. Predicting how computers will affect teaching is no easier. The presentation of information will remain as much of a skilled craft – or art form, if you prefer – as it is today with books. Textbooks will likely continue as a major component for instruction. They offer a convenience and ease of reading that is hard to replace.

For providing access to data, computers will likely prove superior to printed alternatives. The ease with which data can be manipulated, analyzed, and presented in various formats is very persuasive. In many cases we are likely to see linguistic workbooks replaced with computer programs. Larger problem collections will become available.

Teaching aids, which have been rare in linguistics, are likely to become much more common allowing instructors to make livelier and more sophisticated presentation of certain material in their lectures.

Software can help teaching in three areas: providing interesting exercises where basic skills must be learned, allowing data to be manipulated in various ways to reveal the underlying structure; testing hypotheses with various models.

Given the opportunity of studying philosophy with Aristotle or with a computer, most students would choose Aristotle. Nevertheless, computers do offer many opportunities in teaching; most of those opportunities are still not clear to us.

�Appendix

Part I:  Software

Acoustic Phonetics

	Explains the basic concepts of acoustic phonetics. There are demonstrations of the movements of the air particles in a sound wave, and interactive displays allowing the user to superimpose two waves and see and hear the result. Later sections allow the manipulation of damped wave trains similar to formants and show the user how the air in the vocal tract vibrates. Basic notions of formant speech synthesis are demonstrated, using recordings showing the building up of a synthesized sentence, one parameter at a time. Fourier analysis is explained graphically. HyperCard. 

	Systems supported: 	Macintosh 

	Developer/Distributor:	Phonetics Laboratory, Dept. of Linguistics, UCLA, 405 Highland Ave., Los Angeles, CA, 90024–1543, USA.



BARLOW HYPERCARD STACKS

	Simple interactive exercises for introductory course: Indo-European roots, exploring the relationship of PIE, Latin, Greek, and English; Grimm's Law; three morphology problems, comparative reconstruction of Polynesian; American English phonemic transcription; recognition of vowel of American and British English.

Systems supported: Macintosh

Developer/Distributor: Michael Barlow, Dept of Linguistics, Rice University, Houston, TX, 77005, USA.

	barlow@ruf.rice.edu

	http://www.ruf.rice.edu/~barlow/#soft/



CALLING

HyperCard stack for introductory linguistics.

Systems supported:  Macintosh

Developer/Distributor: Marmo Soemarmo, Ohio University. 

	soemarmo@oak.cats.ohiou.edu

Price: $60



CAPTEX

Teaches phonemic transcription by setting, correcting, and scoring exercises. It also gives help and error feedback and logs student activity. Teachers may use the program to create new phonetic symbols and exercises, and to treat different accents of English or other languages. Oxford University Phonetics Laboratory, 41 Wellington Square, Oxford, OX1 2JF, UK.

	Systems supported: 	MS–DOS

	Developer/Distributor:	Oxford University Phonetics Laboratory, 41 Wellington Square, Oxford, OX1 2JF, UK.



CG Laboratory [Categorial Grammar]

DCG Laboratory [Definite Clause Grammar]

PATR Laboratory 

PSG Laboratory [Phrase Structure Grammar]



A group of programs for writing grammars in a form which can be manipulated by students to explore formal grammars. It helps the student understand the relationship between strings, rules and trees, and to grasp parsing, generation, ambiguity, and recursion.

Systems supported: Macintosh

Developer/Distributor: Linguistic Instruments, Department of Linguistics, University of Gšteborg, S-412 98 Gšteborg, Sweden. li@ling.gu.se

Price: $40 each (single user)



Conc

A concordance program for the Macintosh specially designed for linguistic analysis. Conc produces keyword-in-context concordances of texts. The sorting order is defined by the user. The user can restrict which words will be included in or excluded from a concordance on the basis of frequency, length of word, inclusion in a list, or pattern matching. Conc can concord both flat text files and multiple-line interlinear texts produced by the IT program. Can also produce letter (character) concordances to facilitate phonological analysis.

Systems supported: Macintosh

Developer/Distributor:  John V. Thomson. International Academic Bookstore, 7500 W. Camp Wisdom Road,  Dallas, TX, USA. 

		e-mail academic.books@sil.org.

		http://www.sil.org/computing/conc/conc.html

Price: $4 in North America and $6 overseas

Review: Bauer, Christian. 1992. "Review of Conc,” Literary and Linguistic Computing 7(2):154-156.



Ear Tour

	Illustrates anatomy of the ear. HyperCard. 

	Systems supported: 	Macintosh

	Developer/Distributor:  David B. Williams. Office of Research in Technology, Illinois State University, Normal, IL, 61761, USA.



EDW

	A speech display and editing program for preparing stimuli in speech perception experiments and as an aid in the acoustic analysis of digitized utterances. A spectrogram based on the waveform can be displayed along with the waveform itself. EDW has no built-in capability to digitize speech and relies on other programs to create the waveform files it is used to edit. Several auxiliary programs are included for basic acoustic analysis and measurement and for manipulating X-Ray Microbeam data.

	Systems supported: 	MS-DOS ; Sun.

	Developer/Distributor:	H. Timothy Bunell, Applied Science and Engineering Labs., Alfred I. duPont Institute, 1600 Rockland Rd., Wilmington, DE, 19899. 

		bunnell@asel.udel.edu

		ftp://asel.udel.edu/pub/spl

	Price: 	free



ethnologue

An on-line database of basic information about most languages in the world. It can be searched by language name, country or linguistic affiliation. 

		http://www.sil.org/ethnologue/ethnologue.html



FrameBuilder

	Allows creation of lexical database with semantic definitions. As an aid to lexical database acquisition, FrameBuilder makes possible the efficient creation of theoretically sound and internally consistent lexical/semantic definition to a lexical database by a linguistically inexperienced student. HyperCard. 

	Systems supported: 	Macintosh

	Developer/Distributor:	Donalee H. Attardo, Purdue University, West Lafayette, IN, 47907, USA. 



Goldvarb	See IVARB. 

Grammar and Trees 

A HyperCard stack containing a context free phrase structure parser and a tree drawing routine for students to explore context free phrase structure grammars, and particularly to see the relationship between rules and trees. Some sample exercises are included.

Systems supported: Macintosh

Developer/Distributor Christopher Culy, Linguistics Department, The University of Iowa, Iowa City, IA 52242, USA.

	chris-culy@uiowa.edu

Price: $10



GTU [Grammatik-Text-Umgebung]

Tutorial software in computational linguistics. The program takes a given sentence, parses it, and displays its PS-tree. 

	Systems supported: 	MS-DOS

	Developer/Distributor:	Martin Volk, Institute of Computational Linguistics, UniversitŠt Koblenz-Landau, Rheinau 3–4, W–5400 Koblenz, Germany. 

		martin.volk@informatik.uni-koblenz.de.



Introduction to Linguistics

	Several stacks for use in an introductory class in linguistics, including phonetic transcription, phonological features, and acoustics. HyperCard.

	Systems supported:	Macintosh

	Developer/Distributor:	J. Randolph Valentine jvalent@facstaff.wisc.edu



IT [Interlinear Text]

	A tool for building a corpus of analyzed texts. The analysis is embodied in user-defined annotations which are displayed in a form that is unsurpassed for clarity of presentation – the form of interlinear, aligned text. IT also manages the database of lexical information derived during the analysis of texts. 

	Systems supported: 	MS-DOS, Macintosh

	Developer/Distributor: Gary F. Simons and Larry Versaw. International Academic Bookstore, 7500 W. Camp Wisdom Road,  Dallas, TX, USA.

		

		academic.books@sil.org

		(MS-DOS) gopher://gopher.sil.org/11/gopher_root/�	computing/software/linguistics/text_analysis/it/

		(Mac)  ftp://ftp.sil.org/software/mac/

	Price: $60 (MS-DOS), $10 (Mac – on-line documentation); $199.95 (printed documentation)



IVARB (MacVARB for Macintosh; also known as GOLDVARB)

	Performs variable rule (VARBRUL) analysis on naturally occurring data in all areas of linguistics. A VARBRUL study analyzes the choice made by speakers between discrete alternatives during language performance: different pronunciations, lexical items, word orders, syntactic structures, etc. This choice may be influenced by many factors, such as syntactic or phonological environment, discourse function and style, age, socioeconomic class, and sex of the speaker. VARBRUL is suited to corpus-based research where the number of occurrences of different contexts varies.

	Systems supported: 	MS-DOS, Macintosh

	Developer/Distributor:	IVARB – Sharon Ash, Dept. of Linguistics, Univ. of Pennsylvania, Philadelphia, PA, 19104–6305, USA; MacVARB – David Sankoff, Centre de recherches mathŽmatiques, Univ. de MontrŽal, CP 6128, succ. A, MontrŽal, P.Q., H3C 3J7, Canada; also UMich.



Jonesphones

	A digitized version of the Daniel Jones pronouncing the cardinal vowels. Some exercises are included. HyperCard.

Systems supported: 	Macintosh 

	Developer/Distributor:	Tom Veatch, 619 Williams Hall, Univ. of Pennsylvania, Philadelphia, PA, 19104, USA.



K-TEXT

KTEXT is a text processing program that uses PC-KIMMO to do morphological parsing. KTEXT reads a text from a disk file, parses each word, and writes the results to a new disk file. This new file is in the form of a structured text file where each word of the original text is represented as a database record composed of several fields. Each word record contains a field for the original word, a field for the underlying or lexical form of the word, and a field for the gloss string.

Systems supported:	MS-DOS, Macintosh, UNIX

Developer/Distributor Evan Antworth, Academic Computing Department, Summer Institute of Linguistics, 7500 W. Camp Wisdom Road, Dallas, TX, 75236, USA.

	e-mail  evan@sil.org



LX Problems

	A series of programs for introductory linguistics, covering phonetics, phonology, morphology, dialectology, and sociolinguistics. The problems combine sound and graphics to bring the user into close contact with the phonetics and culture of a particular dialect of a language. Analytical problems use a variety of computational techniques to lead the student to the correct solution. The program stores each action taken by the student in a separate file so that teaching assistants can review students’ progress and problems. HyperCard.

	Systems supported: 	Macintosh

	Developer/Distributor: William Labov, Linguistics Laboratory, Univ. of Pennsylvania, 1106 Blockley Hall, Philadelphia, PA, 19104, USA.

		labov@central.cis.upenn.edu.



MacLex

	Creates and maintains a lexicon. 

	Systems supported: 	Macintosh

	Developer/Distributor:	Bruce Waters

		ftp://ftp.sil.org/software/mac/



MacVARB	 See IVARB.



PC-KIMMO

	 Program for computational phonology and morphology. Typically used for testing morphological descriptions  by relating lexical and surface forms. Takes two files – a rules file specifying the phonologic rules of language, and a lexicon file with glosses and morphotactic constraints – and takes the lexical form and produces the surface form or takes the surface form and produces the lexical form with its gloss.

	Systems supported: 	MS-DOS, Macintosh, UNIX

	Developer/Distributor:	 David Smith, Gary Simons, and Stephen McConnel 

		International Academic Bookstore, 7500 W. Camp Wisdom Road,  Dallas, TX, USA, tel. (214)709-24045, fax (214) 709-2433.

		http://www.sil.org/pckimmo/

	Price:	$24



PEPPER 

	Programs to Examine Phonetic and Phonologic Evaluation Records. Ten programs for phonetic analysis in normal and disordered speech. 

	Systems supported: 	MS–DOS

	Developer/Distributor:	Lawrence D. Shriberg. Dept. of Communicative Disorders. Univ. of Wisconsin-Madison, Room 439, Waisman Center, 1500 Highland Ave., Madison, WI, 53705, USA. 



Phonetic Symbol Guide – Electronic Edition

	A talking encyclopedia of phonetic symbols; accompanies  Pullum and Ladusaw (1986). Organized by the shapes of symbols, each entry gives a name for the symbol, its usage – by the IPA, by American phoneticians, and by others – variations on its shape, its source, and additional useful comments. There are 311 entries, plus an explanatory Introduction, a Glossary a list of References, and a dozen pages of symbol charts. HyperCard. 

	Systems supported: 	Macintosh 

	Developer/Distributor:	George D. Allen, Michigan State University, College of Nursing, East Lansing, MI, 48824, USA.



Phonetics Tutor

	A tutorial program that assists in phonetic transcription of English, employing American symbols, with IPA symbols in sample lessons as an option. The lessons can be edited. The program also teaches phonetic terminology and distinctive features.

	Systems supported: 	MS-DOS. 

	Developer/Distributor:	Center for Applied Linguistics, Language and Linguistics Software, 1118 22d St. NW, Washington, DC, 20037, USA.



Phonetics

	Teaches phonemic transcription of RP. 

	Systems supported: 	MS-DOS

	Developer/Distributor:	Martin Sawers, 71a Westbury Hill, Westbury-on-Trym, Bristol, BS9 3AD, UK.



Phono

Phono is a software tool for developing and testing models of regular historical sound change. An ordered set of sound-change rules is tested either on a data file or interactively. It is accompanied by a model for Spanish.

Systems supported:  MS-DOS

Developer/Distributor:  Lee Hartman, Dept. of Foreign Languages, Southern Illinois University, Carbondale, IL, 62901-4521, USA.

	lhartman@siu.edu

	http://www.siu.edu/~nmc/phono.html



Phthong

	HyperCard stack for teaching phonemic transcription, using a graded set of cards introducing material in a cumulative fashion. First the transcription is from a phonemic transcription to ordinary English orthography, then from English orthography to phonemic transcription. Reviews and other exercises are also used. A setup module allows instructors to customize the transcription to fit their preferences or dialect area. 

	Systems supported: 	Macintosh

	Developer/Distributor:	Henry Rogers, Dept. of Linguistics, Univ. of Toronto, Toronto, Ont., M5S 3H1, Canada. 

		rogers@chass.utoronto.ca.

		http://www.chass.utoronto.ca/~rogers/

		http://www.chass.utoronto.ca/~rogers/phthong.html



ProfGlot

	Implementation of the theory of Functional Grammar as described in Dik (1989). The program is an integrated system in that it can deal with different languages in terms of very similar structures and procedures, and it has the capacity not only of producing linguistic expressions in those languages, but also of parsing them, of translating between these languages and of drawing certain inferences.

	Systems supported: 	MS-DOS

	Developer/Distributor:	Amsterdam Linguistic Software,  P. O. Box 3602, 1001 AK Amsterdam, The Netherlands.



Semantic Tutorial

	Tutorial in semantic/pragmatic portion of introductory linguistics course; part of proposed larger series of courseware in linguistics. Part of a larger “Linguistics Online” project. HyperCard.

	Systems supported: 	Macintosh

	Developer/Distributor:	Victor Raskin, Purdue University, West Lafayette, IN, 47907, USA. 



SEMANTICA

	Produces semantic interpretation of sentence from phrasal and lexical rules provided by user. The program also presents a World Window, which depicts a three-dimensional graphical landscape and various kinds of geometric objects in it. In this window, the student can explore the relation between the first-order interpretation and a depicted world. 

	Systems supported: 	NeXT

	Developer/Distributor:	Richard Larson. rlarson@semlab1.sbs.sunysb.edu.



Signalyze

	An acoustic analysis program. It allows digital speech signal editing, analysis, and manipulation. It includes multiple window display and zoom. It includes three types of pitch analysis; a variety of spectral analyses including Fourier analysis with several bandwidths, linear predictive coding, and cone kernel analysis; and cepstral analysis. Further functions include exportable data scoring, arithmetic and transcendental transformations, power and RMS envelopes, down- and up-sampling, derivative differences, and zero-crossings. Several sound formats are supported.

	Systems supported: 	Macintosh

	Developer/Distributor: InfoSignal Inc. Distributed by Network Technology Corp. 91 Baldwin St., Charlestown, MA, 02129, USA. and by  InfoSignal Inc., C.P. 73, CH-1015, Lausanne, Switzerland.

		gopher://uldns1.unil.ch:70/11/unilgophers/gopher_lett/�	LAIP/speech/Signalyze/



Sounds of the World’s Languages

	Illustrates phonological contrasts in about 100 languages. A phonetic transcription and a gloss of each word is given. The pronunciation of each word can be heard. For each language there is a general information card, and in a few cases, additional data such as reproductions of aerodynamic data or tracings of X-rays. The location of each language is shown on a map which also serves as an index to the languages. Other indexes include the list of languages, a list of sound types, and IPA charts. HyperCard.

	Systems supported: 	Macintosh 

	Developer/Distributor:	Phonetics Laboratory, Dept. of Linguistics, UCLA, 405 Highland Ave., Los Angeles, CA, 90024–1543, USA.



SPEECHLAB

An introductory course on phonetics, explaining acoustics, physiology and spectrography interactively, with a complete lexicon of German/American speech sounds, with videos, anatomical illustrations, acoustic analysis and detailed description of each sound, and a bibliography of 4000 items.

Systems supported: Windows (3.2, 95, NT). Sound card recommended.

Developer/Distributor:  office@media-enterprise.de

	http://www.media-enterprise.de

Price:  99–130 DM + shipping

STAMP

	Tool for adapting text from one dialect to another. 

	Systems supported: 	MS-DOS, Macintosh, UNIX

	Developer/Distributor:	SIL

		gopher://gopher.sil.org/11/gopher_root/computing/�			software/linguistics/cada/stamp/

SYNTACTICA

	A program for exploring grammars (phrase structure and lexicons) and the structures they generate. It generates syntactic trees using phrase-structure rules and lexicon.  

	Systems supported: 	NeXT. 

	Developer/Distributor:	Richard Larson

		rlarson@semlab1.sbs.sunysb.edu.



SysPro

	Simulates network models of language using systemic theory. SysPro simulates system network models of language, permitting the user to enter, store, recall, and display networks graphically in standard notation and derive from them linguistic expressions that represent each of the logical states implied by the networks.

	Systems supported: 	MS-DOS

	Developer/Distributor:	M. Cummings, English Dept., Glendon College, York Univ., Toronto, Ontario, M4N 3M6, Canada.

		GL250004@yuvenus.

Tarski’s world

A program teaching modern logic. Allows students to build three-dimensional worlds and to describe them in first-order logic. 

	Systems supported: 	Macintosh, Windows, NeXT

	Developer/Distributor: Jon Barwise and John Etchemendy, Cambridge University Press�http://kanpai.stanford.edu:80/hp/Logic-software.html#Tarski

	Price:  $34.95 (full version); $19.95 (“lite” version)



UCLA Phonetics Lab Programs

Group of instructional programs that treat articulatory–acoustic relations: drawing parameter controlled diagrams of vocal tract configurations, calculating formant structure of vowel articulations, data plotting, and displaying vocal tract shapes required for given formant frequencies. 

	Systems supported: 	Macintosh

	Developer/Distributor:	Phonetics Laboratory, Dept. of Linguistics, UCLA, 405 Highland Ave., Los Angeles, CA, 90024–1543, USA.



UMich Phonetics Training Tools

An ensemble of HyperCard stacks to assist beginning students of phonetics in associating symbols, sounds, and production. Includes sound files, animated vocal tracts, and X-ray movies for each speech sound. Can be accessed through an IPA-table interface or by manipulating a vocal tract on screen. Also, an IPA training game and a testing module, in which students are tested on their ability to associate IPA symbols, static vocal tract shapes, and physiological descriptions. 

Systems supported: Macintosh

Developer/Distributor: UM-PTT@umich.edu

	 demo version at http://www.tmo.umich.edu/ling.html

UPSID	(UCLA Phonological Segment Inventory Database)

	Contains inventories of segments found in 450 languages. The inventories are designed to enable matters such as the relative frequency of occurrence of segments, the structure of segment inventories, and segment cooccurrence patterns to be studied using an unbiased language sample. The sounds are coded using an extensive set of phonetic features and can be accessed and sorted by use of these features. A version named PHONEME is available without an editing facility for use in the classroom.

	Systems supported: 	MS-DOS. 

	Developer/Distributor:	Phonetics Laboratory, Dept. of Linguistics, UCLA, 405 Highland Ave., Los Angeles, CA, 90024–1543, USA.



WinSAL-V

A speech analysis program allowing recording, segmenting and playing of audio and video files in multiple windows. Includes FFT, LPC, cepstrum, and pitch analysis.

Systems supported: Windows (95, NT)

Developer/Distributor:  office@media-enterprise.de

	http://www.media-enterprise.de

Price:  99–130 DM + shipping

WordSurv

	Analyzes word lists using lexicostatistics, phonostatistics, and comparative reconstruction. The program can be used in helping students to identify tentative comparative series for further testing

	Systems supported: 	MS-DOS

	Developer/Distributor:	SIL

		gopher://gopher.sil.org/11/gopher_root/computing/�software/linguistics/sociolinguistics/wordsurv/



A World of Words

	Eight stacks about how Indo-European languages have changed over time. Topics include Grimm’s Law, Greek and Latin sounds, Maps and trees, Root and Branch, a close transcription of a Frost poem, a hypertext version of the Prošemium of Homer’s Iliad. HyperCard. 

	Systems supported: 	Macintosh (requires MacInTalk; System 6 recommended)

	Developer/Distributor:	John Lawler, University of Michigan. john.lawler@umich.edu

		http://www.umich.edu/~archive/linguistics/software/mac/aworldofwords.cpq.hqx



YOUPIE

	Attempts to learn stress system of any language using parametric approach. Sample words with stress indicated are input; they are first parsed into syllable and then sent to a stress-learner. The learner attempts to set the value of stress parameters. If successful, YOUPIE produces a prose description of the stress pattern of the language.

	Systems supported: 	MS–DOS

	Developer/Distributor:	Elan Dresher, Dept. of Linguistics, Univ. of Toronto, Toronto, Ont. M6J 2X8, Canada. e-mail dresher@epas.utoronto.ca.�

Part II:  Network Resources

http://www.umich.edu/~archive/linguistics/

	The best general source for educational software in linguistics.

http://www.sil.org/computing/

	SIL has produced a large number of programs over the years useful in teaching linguistics.

http://babel.uoregon.edu/yamada/guides.html

	The best source for information on the net about language.

http://babel.uoregon.edu/Yamada/fonts.html	

	An excellent source for finding fonts useful in linguistics.

http://www.umich.edu/~archive/linguistics/jml.795.htm

	A large collection of useful links, with a special section on Teaching Resources.

http://www.arts.gla.ac.uk/IPA/ipa.html

	The homepage of the International Phonetic Alphabet

http://fonsg3.let.uva.nl/Other_pages.html

	Links to many sites on phonetics and speech



There is an unmoderated discussion group TEACH-LING devoted to teaching linguistics.  To subscribe, send a one-line message to

	listproc@lists.nyu.edu

saying:

	subscribe teach-ling YOURADDRESS YOURFIRSTNAME  YOURLASTNAME

e.g.:   subscribe teach-ling smith@uplonk.ca Jean Smith

�
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Figure 1. Arabic data for a morphology problem.
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Figure 2. A lesson on inalienable possession from William Labov’s LX Problems. The student has already divided the words into morphemes. When this card is introduced, the student hears the voice of a native speaker pronouncing the forms. After checking  “Possessed” or “Possessor,” the student’s answer is evaluated. The boxes at the bottom allow the student to perform various actions, such as quit, go elsewhere in the program, get help, change the speaker volume, or go to the next card.
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Figure 3a. In A World of Words, John Lawler presents a hypertext version of a short passage in the Iliad. In this card, we see that the genitive form of ‘Achilles’ occurs. Note that certain words in this card are underlined. If the user clicks on one of these words, another card explaining that term appears. For example, a student who does not understand the meaning of “genitive case” can click on “genitive case” and the card shown in Figure 3b will appear.
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Figure 3b. This card from A World of Words explains “case,” including the “genitive case.” The bold face print makes it easy to identify the technical terms. If students are uncertain about other terms such as “noun,” clicking on “noun” will take them to another card which explains that term. Students can retrace their steps or return to the original card when they wish. Moving through a text in this nonlinear fashion is known in hypertext as “navigating.” 
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Figure 4. Words containing clicks in Nama from Sounds of the World’s Languages. Individual words are played by clicking on the word. Columns or rows can be played by clicking on the titles at the top or at the left. The loudspeaker plays all words. “Nama Sounds” provides further information. “Maps” and “Language Index” takes the user to cards with further information; there is also an index of sound types. The sound files can be opened by other programs, such as an acoustic analysis program for making spectrograms. This large database showing contrastive sounds makes an excellent source for laboratory projects in acoustic phonetics.

� EMBED Word.Picture.6  ���Figure 5. In this HyperCard stack on acoustics from Valentine’s Introduction to Linguistics, students use the ruler to measure fundamental frequency of a sound. A subsequent card allows the student to compare the measurements made for the fundamental frequency used by the two speakers.

� EMBED Word.Picture.6  ���Figure 6. From a HyperCard stack English Consonants from Valentine’s Introduction to Linguistics. Here the student is asked to describe the set of features for /z/. At the beginning of the exercise, all the sounds in the panel at the upper left are highlighted. As the student selects plus or minus values for each of the features, highlighting is removed from those sounds which no longer fit the features selected. At the moment of the picture, the student is about to select a wrong answer [–continuant] (note the position of the hand) which will remove the highlighting from all the sounds indicating that the student has made a wrong choice.

� EMBED Word.Picture.6  ���

Figure 7. An short demonstration from PC-Kimmo which relates lexical representations with their surface forms. Here we see two examples: foxes and spies.

� EMBED Word.Picture.6  ���

Figure 8. This example from LX Problems, showing where Bontok is spoken, is an example of the kind of information that could be provided in a course on Languages of the World. The map is accompanied by a short recording in Bontok.
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Figure 9. One part of the World of Words shows the relationship of Indo-European and Latin consonants. Here the user has selected Latin /f/. The program shows a reconstructed root in Indo-European, as well as a Latin example, together with an English word containing the Latin form. 
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Figure 10. Trajan’s Inscription from the Roman Forum. The upper form uses a typeface closely resembling the original inscription; the lower form shows how it might have looked in Roman handwriting of the time.

�� EMBED Word.Picture.6  ���Figure 11. A card from Phthong showing an exercise where the student is given the phonemic transcription and asked to produce the ordinary English orthography. Here the student is testing the answer by pressing on the “Test” button, and receives a message “Correct.” 

�� EMBED Word.Picture.6  ���Figure 12. A card from Phthong showing an exercise where the student is given the ordinary English orthography and asked to produce the phonemic transcription . Note the buttons at the top allowing phonemic symbols to be entered. Here the student has entered a wrong answer, and Phthong has provided some help in identifying the error.

Using Computers in Linguistics



Rogers:  Education	



� PAGE �142�



� PAGE �131�	



� PAGE �33�	� PAGE �33�



Rogers:  Education



� PAGE �141�



	








