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In his introduction to Bloomfield’s posthumous grammar of Menomini (Bloomfield 1962), Charles Hockett recounts Bloomfield’s stratagem for the documentation of the endangered languages of North America: as linguists each of us should take a vow of celibacy, not teach, and dedicate the entirety of our summers to fieldwork, and our winters to collating and filing our data, year after year. With such dedication, Bloomfield speculated, we could each hope to do an adequate job of documenting three languages over the course of our professional lives. Upon being reminded of this anecdote not too long ago, a frustrated Algonquianist remarked, “Yes, and now that we have computers, it’s down to two languages apiece!” Computers certainly present a mixed blessing: at the same time that they allow us to perform tasks such as querying and sorting the reams of data that we typically gather in extended periods of fieldwork, they also structure the ways in which we address these data, and often become petulant intermediaries that distance us from the very languages which we seek to describe. The amount of time required to learn the intricacies of software can have a significant impact on our time. Yet, properly used, computers can provide us with the means of documenting languages at a level of detail and sophistication that would have made Boas swoon. 

Most linguists use computers mainly for general academic use such as preparing manuscripts with a word processor or communicating with colleagues via email. In recent years, however, we have begun to see software that is intended for specifically linguistic tasks: speech analysis, corpus management, grammatical parsing, text analysis, and language comparison. This chapter is a survey of  such linguistic software that is suitable for doing field linguistics. The focus will be on readily available, low cost software products that run on personal computers, especially portable computers.

Hardware and operating systems

A perennial problem facing anyone wanting to use a computer is, which kind of computer should I choose? The bad news is that we still must live with competing computing platforms, such as DOS, Windows, Macintosh, NeXT, and UNIX. The good news is that there is a conceptual convergence among these platforms in favor of a graphical user interface driven with a mouse. This at least makes it possible for a program to run on more than one platform and still have a very similar look and feel. In choosing which computer to use, here are some considerations.

First choose the software that best meets your needs, and then choose the computer that runs it. No matter how powerful or popular or expensive a particular computer is, if it doesn’t run the software you need to do your work then it is of limited usefulness to you. Let software drive your decision as to which computer to use, not ideological arguments about the best hardware architecture and operating system design.

Buy the power that you need for the software you are going to run today, rather than buying expensive features for the future. Research on price versus performance trends in personal computers has shown that today’s top-of-the-line computer costs only half as much two years later. Rather than buying a $4000 computer today (when you need only half its power), you can buy a $2000 computer today and buy the $4000 computer in two years for $2000 when you really do need the power. The net result is that you have spent $4000, but have two machines instead of one. (For substantiation of this recommendation, see Simons 1992 and Rettig 1992.)

If you work with languages other than English, and particularly languages that use non-Roman scripts, choose a computer that has adequate multilingual capability. Computers with operating systems that are graphics-based (GUIs), such as the Macintosh, have offered better multilingual support than computers that are character-based, such as the IBM PC. However, with the advent of Windows (which is graphics-based) for IBM compatibles, the gap is narrowing. Because the whole area of multilingual support is changing so rapidly, you should carefully investigate what is currently available before making a major purchase.

Consider your local computing community. If most of your colleagues use computer X, and you use computer Y, then it will be more difficult to share your work and expertise with them and vice-versa.

Choose a computer for which you can most readily obtain local repair and technical support. This is particularly important if you work in third world countries. If you must use a computer in a country where no reliable local service is available, then establish a service contract with a company in your home country that will repair your computer and ship it back to you. If you are going to be doing time-bound research it is probably best to stick with name brand, reliable machines, because a single repair cycle from a remote location could leave you without a computer for much of your fieldwork.

Purchase a portable or laptop computer only if you genuinely need it. Compared to desktop computers, laptop computers are more expensive, less expandable, and have poorer screens and keyboards. If you travel a lot, work in more than one place, or intend to do field work, a portable computer is invaluable. But if you generally work in just one place, a desktop computer will provide a superior working environment. Some portables allow the attachment of external monitors and keyboards. If you work with more than one computer, you will have to give some attention to file management, to avoid a proliferation of versions of the same file on your different computers.

General-purpose versus domain-specific software

Traditionally linguists used notebooks and index cards to record and organize their field observations. Today, most field linguists use a portable computer and the electronic analogs of the notebook and index cards:  a word processor and a database management system. While these software tools are in many ways superior to their predecessors, most general purpose word processors and database programs are not well-suited to the special needs of linguistic work. For instance, word processing in English is reasonably well-supported, but multilingual word processing remains a challenge. Most database programs require that all data fit into fixed length fields, but lexicographic and textual data have no easily fixed length. Sorting data in languages other than English often requires a sorting sequence different from that of English – a capability not provided by most general purpose software. Worse yet, general-purpose software offers no direct way to represent linguistic entities such as multilinear phonetic and phonological representations, syntactic trees, semantic networks, and discourse structures. For these reasons it is usually better to use software that is domain-specific: software specifically developed with linguistic applications in mind. The major part of this chapter is devoted to such domain-specific linguistic software. Unfortunately, though, adequate linguistic software still does not exist for many tasks, thereby forcing the field linguist to use general-purpose software. The next section lists a number of criteria to consider when you are evaluating a given piece of software, particularly general-purpose software, though the same criteria apply also to domain-specific software.

Criteria for evaluating software

The discussion in this section is organized around three major tasks (or categories of tasks) performed by field linguists: data collection and management, analysis, and description (or presentation). The nature of each task is described and criteria for evaluating software relevant to that task are itemized.

Data collection and management

A field linguist’s first task is data collection. Each day of field work brings the linguist a veritable flood of new sounds, words, sentences, and texts. To manage this data, the field linguist needs a linguistic database system. Like general database systems, a linguistic database system must provide facilities for entering new data, editing existing data, sorting and searching the database, and retrieving data. But the unique requirement of a linguistic database system is that each type of linguistic structure should have a means of representation that is appropriate to its intrinsic nature. For instance, phonetic and phonological data should be representable as phones, phonemes, suprasegmentals, and so on; morphological data should be representable as words, morphemes, roots, affixes, and so on; syntactic data should be representable as sentences, phrase structure trees, grammatical relations, and so on. Unfortunately, most of our present software does not go very far beyond representing all data structures as linear strings of characters. We must look to the next generation of software to provide a comprehensive solution to the problem of linguistic representation (see chapter 1 by Gary F. Simons).

Here are some desirable features to check for when evaluating a database management system.

Variable length fields. The vast majority of database systems require fixed length fields which can eat up substantial amounts of storage space.  For example, if one wishes to include example sentences with some entries in a lexical database, each entry in the lexicon will have to include a field containing as much space as the longest sentence likely to be used in the corpus, regardless of whether or not the entry actually contains an example sentence. If one dedicates 100 characters to such an example sentence field, every 10 entries will collectively require a kilobyte of storage, and every 10,000 entries, collectively a megabyte. 

Multilingual support. Can the database program handle fields in different languages?_ Can it switch languages within a field? Can it handle non-Roman scripts, and if so, can you mix scripts within a single field?

User-defined alphabet and sorting sequence. Can the user fully define which characters are alphabetic? Can the user define a sorting sequence? (see chapter 4 by Susan Hockey)

Domain-specific data types. Does the database program permit only character strings and numeric data or can the user define complex data types such as multilinear phonological representations and syntactic trees?

Programmable. Can the user write scripts to manipulate the database?

Reliability. How safe is the database from internal corruption, and can corrupted databases be salvaged? 

Ease of use. Can the database be used by nonexperts who may wish to use your materials derivatively to address local needs, such as the development of vernacular educational materials?

Analysis

The second major task of field linguistics is analysis (which of course is not limited to field linguistics). No computer software will do linguistic analysis for you, but it can help you to formulate and test your analysis in two ways. First, you can use software to explore and manipulate the data in your database. This helps in quickly finding data that supports or refutes a hypothesis. Here are some of the typical tasks done to explore and manipulate data.

Sorting. Sorting a data set according to a particular criterion groups all the bits of data that go together, thereby allowing a pattern to emerge. As noted above in connection with database programs, a sorting program for linguistic use must permit the user complete control over definition of the alphabet and sorting sequence. Ideally, sorting operations should be sensitive to data types; phonological representations may be sorted quite differently from syntactic representations.

Searching. Often one has a particular hypothesis in mind and wants to search a data set for specific data items that will confirm or disconfirm the hypothesis. Searching software must permit abstract pattern matching, not just finding literal forms. For instance, most word processors permit you to search for a literal string such as “phoneme”; but very few word processors permit you to search for a pattern such as “any word containing only sonorants.” Searching and pattern matching must also be sensitive to data types; for instance, one might want to search analyzed sentences by looking for those that contain more than one overt noun phrase.

Concordancing. Producing a concordance of a text requires a combination of sorting and searching; thus concordance software is subject to the criteria mentioned above. A good concordance program should also be able to handle the type-token problem; for instance, if you want to concord lexemes, then you need to be able to consider inflected forms such as saw and seen as instances (tokens) of the lexeme (type) see. You also need to distinguish saw as an instance of the verb see from saw as an instance of the noun saw.

Counting. Retrieval software should be able to produce various types of statistical analysis of the data such as frequency lists (of both types and tokens).

The second way that you can use software to aid the analysis process is to test or model the analysis by applying it to a corpus of data. Using the computer to model and test analyses could lead to a new era of empirical accountability! Since computer software tends to lag behind theoretical developments in linguistics, you should not expect to find software that fully models the latest theoretical advance in phonology, morphology, or syntax. Be prepared to make some theoretical compromises for the benefit of having the computer automatically test your analysis against data. Here are some of the typical tasks done to test and model (note that they are all domain-specific rather than general-purpose).

Testing phonological rules. A program that applies phonological rules to a corpus of data is very useful for developing a basic phonological analysis.

Morphological parsing. A program to parse words into their component morphemes is invaluable for languages with complex morphological structure, both to model and test a morphological analysis and to provide inflectional information required for syntactic analysis.

Syntactic parsing. A syntactic parser can be used not only to model and test an analysis but to do practical tasks such as syntactically tagging a text. 

Interlinear analysis of text. Possible interlinear annotations include phonological representations, morpheme glosses, word glosses, and syntactic categories. The process of providing explicit annotations for a text forces the linguist to consistently apply his or her analysis of the phonological, morphological, and syntactic systems of the language.

Description

The third major task of field linguistics is description, or presentation, of the data and analysis for others to review and use. Good software will make it easy for you to transfer examples from your database and analysis files to your word processor for inclusion in a research paper. For instance, if you plan to use both a word processor and a database program together, consider these points when making your choice.

Choose software that supports transfer of data. If you already use a certain word processor and now want a database program, choose one that supports exporting the data in a format the word processor can import. For modest  amounts of data in the Windows and Macintosh environments, this often can be achieved simply by copying to and pasting from the system clipboard. In a DOS environment, it might require explicit export and import of the data via an interchange format. In many cases, though, if you want fine control over the formatting of text output from a database program, you will have to know how to write programs to embed the word processor’s formatting codes in the output from the database.   

If you are using a system that supports fonts and scripts (such as Windows and the Macintosh), check to see if the word processor and database program can use the same fonts or scripts and that the data are displayed and printed identically. Many database programs have comparatively poor font and script capabilities, though they often make claims otherwise.

Check to see if you can directly “copy and paste” data from one program into another, or whether you have to export data from one program to a file and then import that file into the other program. Can you transfer both text and graphics?

When choosing a word processor or other document processing system for producing manuscripts, consider these points:

Does it handle multilingual documents? Does it support fonts for languages other than English? Does it support non-Roman scripts, including right-to-left text editing if required? Does it allow you to mark text for exemption from English spelling checking, so that it isn’t applied to your non-English example sentences? Can you define which characters are alphabetic and which are not?

Does it support style sheets? Rather than directly formatting each paragraph (font, line spacing, indents, tabs, and so on), many word processors keep style and formatting information separate from the text itself. This permits the writer to change the style of the document for various publishers by simply choosing a different document style sheet, rather than reformatting every paragraph of the document.

Does it support character styles, that is, can you assign styles to formatting strategies for such things as citation and emphasis, so that when a publisher requires a different format for these items, you can make the required changes by simply changing the formatting specification of the style rather than having to make the changes individually? 

Is it a batch formatting system or a WYSIWYG (What You See Is What You Get) system? Virtually all common commercial word processors are WYSIWYG systems, where the document appears on the screen just as it will look when printed (or as closely as possible). A system of document preparation on laptop computers using Microsoft Word (a WYSIWYG word processor with style sheets) is described in Kew and Simons 1989. While such systems are adequate for most purposes, very complex documents are better handled by batch formatting systems. In such systems, formatting is done by placing codes directly into the stream of text; the final appearance of the document cannot be seen until it is printed (see Coombs, Renear and DeRose 1987). One widely used batch formatting system specifically designed for academic writing is called LaTeX (Lamport 1986); it is based on a typesetting system called TeX (Knuth 1986). The power of TeX can also be harnessed to do very domain-specific tasks; for example, Kew and McConnel 1990 describes a system for typesetting interlinear text based on TeX.

In the future, we look for systems that will seamlessly integrate a language corpus with a descriptive grammar. In a visionary article, Weber 1986 describes the “reference grammar of the future” which will be an “online, interactive, information management system, built around a corpus” (p. 30). These same concerns are taken up by the CELLAR system described by Simons in chapter 1 of this book. One experimental program, called Rook, is available now (see section 4.4 below). It enables the linguist to incrementally and interactively build up a descriptive grammar while annotating texts.

A catalog of linguistic software

This section contains the major part of this chapter: a catalog of specific pieces of software for doing field linguistics. Most, though not all, of the software is domain-specific rather than general-purpose software. The section is divided into subsections corresponding to subdomains within linguists: 

data management

speech analysis and phonetics

phonology and morphology

syntax and grammar description

lexicon



text analysis

language survey and comparison

For specific information on each program described below (including name of developer and vendor, price, reviews, and so on), see the online appendix at http://www.routledge.com/.

Data management

This section describes four pieces of software that fall into the category of general data management tools: Shoebox, askSam, HyperCard and Xbase systems. The first three would mainly be used for managing lexicon, texts, and grammar, but are general enough to also be used for other types of information such as anthropological notes. Xbase systems are not well suited to textual manipulation, but arguably offer more power than any of the other software for lexical work. Of these three pieces of software, the first is domain-specific and the other three are commercial, general purpose software.

Shoebox

Shoebox is a database program designed for field linguists to manage their lexicon and to interlinearize text.  While Shoebox can be used to manage nearly any kind of textual data, its most common use for field linguists is in managing a lexicon and text corpus. The metaphor of index cards in a shoebox is translated as a database file composed of records. Records are displayed on the screen and can be modified with a built-in editor. The content of a record can either be free-form text or data in fields or a combination; Shoebox does not force uniformity among the records of a database. The database can be sorted on any field. The sorting order can be defined by the user and supports multigraphs. By referring to its primary sort field, any record can be located and displayed nearly instantly. A filter function permits the user to select only records that match specified criteria. For example, in a lexical database you could choose to look at only verbs or only transitive verbs, assuming you have coded that information. Shoebox permits the user to have multiple database files open at once in a multidocument window. For example, you could have your lexicon, texts, syntactic examples, anthropological notes, and bibliography all available at once.
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Figure 1 A record in Shoebox



Shoebox also has a built-in function for producing interlinear text. It uses a lexicon file to semiautomatically gloss words and morphemes in a text.

Shoebox supports TrueType fonts. Its output capabilities include draft printing of any part of a database and exporting to an RTF file which can be read by word processors such as Microsoft Word.

askSam

askSam is a free-form textbase program for DOS and Windows. It can be used for data management, word processing, and text retrieval. An askSam file is comprised of records. A record can contain unstructured text, structured fields, or a combination of both. A number of powerful text and data retrieval tools are available including wild-card operators, Boolean expressions, and proximity searching. Data in fields can be sorted, formatted, and output in reports. askSam also supports multiple file access, thus providing relational capabilities. askSam for Windows has impressive text-formatting capabilities, and is very easy to use. The program supports graphics. Its comprehensive text formatting capabilities and retrieval capabilities make it ideal for researchers whose data consist primarily of prose. The program also has hypertext capabilities, making it useful for presenting data. There is an electronic publisher version which can be used to build hypertext presentations that can be distributed royalty free. Thus, it should be given serious consideration in the development of materials for classroom use.
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Figure 2 Lexicon record in askSam (MS-DOS version)



HyperCard

HyperCard has been described by its author as an “electronic constructor kit.” It is fundamentally a programmable database system that can handle text, numerical data, sound, and graphics. Its basic metaphor is a stack of cards which contain fields of data. The user interface relies on buttons and menu commands. Underlying HyperCard is a scripting language called HyperTalk. Numerous books about HyperCard and HyperTalk programming are available; for example, Goodman 1990 and Winkler and Kamins 1990. Many existing HyperCard applications are available at low or no cost (see for example Rook, described below). But the user who learns to control cards, fields, buttons, and scripts has the capability to build nearly any computer application he or she desires. For the field of linguistics, where relatively little off-the-shelf software exists, this is a powerful asset.
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Figure 3 Dynamic dialectological map produced in HyperCard



Xbase Database Systems

Provided one is willing to devote some time to learning their idiosyncrasies, Xbase database management systems such as dBase IV and FoxPro represent powerful general purpose applications that can be used to great advantage in some kinds of linguistic work, particularly list-oriented tasks such as the compilation of simple lexicons. These programs have elaborate indexing capabilities far beyond those offered by Shoebox or HyperCard, and rich programming languages with well-developed command sets for working with text strings. Their multilingual capacities are, however, very modest, and the way in which they deal with freeform text is controversial, involving the storage of such text in a file separate from the main database file, which can be overlooked when files are copied. One problem with much DOS-based software is that there is a tendency to use some character slots for program-internal functions, which can cause problems if you use a font that happens to have characters defined in the same positions, since they will either be filtered out on import, or misinterpreted as commands to be carried out rather than text. Also, the learning curve for mastering these programs to a degree to really exploit their power is precipitous, and unless one stays with it, this arcane knowledge is easily forgotten. Many linguists hire Xbase experts to produce simple systems for data entry and formatting. The fact that these databases are commonly used in the business world also weighs in their favor, in that they tend to be priced well, be updated often, and have good data integrity.

�LinguaLinks

LinguaLinks is an electronic performance support system designed to help field language workers. The full product has two parts: data management tools and a library of reference materials. The data management tools (which as based on CELLAR; see the article by Simons in this volume) include tools for lexical database management, interlinear text analysis, phonological analysis, and ethnographic database management. The reference materials include books on linguistics, language learning, anthropology, literacy, and sociolinguistics. The entire package requires a Windows system, a Pentium processor, and 32 megabytes of memory. A second product, LinguaLinks Library, contains only the reference materials and will run on any Windows or Macintosh system.

� EMBED Word.Picture.6  ���

Figure 4 A sample lexical database in Lingualinks



Speech analysis and phonetics

One of the basic tasks of field linguistics is phonetic transcription. A number of phonetic or IPA fonts are now available, including the SIL Encore fonts.

Three programs related to speech analysis and phonetics are also described here: CECIL, Signalyze, and FindPhone.  The CECIL program is intended for field use. Signalyze is an excellent, if pricey, speech analysis tool, which can also be immensely useful in the field. FindPhone is useful for doing basic distributional analysis of phonetic forms.

SIL Encore fonts and Encore IPA fonts

The SIL Encore fonts are available in two packages: the full Encore fonts (commercial) and the Encore IPA fonts (freeware).

The SIL Encore fonts are a complete package of over 1300 phonetic characters and linguistic symbols that can be used to create customized, scalable fonts in either PostScript Type 1 or TrueType formats. The SIL Encore glyph library has a complete Roman-based glyph set for linguistic applications in three font families (SIL Doulos, SIL Sophia & SIL Manuscript) in four type styles (regular, bold, italic and bold italic) available in Macintosh or Windows platforms. A free Windows TrueType font compiler is included with the Windows TrueType package. With Mac or PostScript you will need a third party font manipulation package, such as FontMonger or Fontographer to build your customized font.

The SIL Encore IPA Fonts are a set of scalable IPA fonts containing the  full International Phonetic Alphabet with 1990 Kiel revisions. Three typefaces are included: SIL Doulos (similar to Times), SIL Sophia (similar to Helvetica), and SIL Manuscript (monowidth). Each font contains all the standard IPA discrete characters and nonspacing diacritics as well as some suprasegmental and punctuation marks. Each font comes in both PostScript Type 1 and TrueType formats and is available in Macintosh or Windows platforms.

Keyboard remapping programs

To facilitate typing text using nonstandard fonts such as IPA fonts, consider using a utility program that modifies the behavior of the keyboard. With such a utility it is possible to remap keys (make them generate characters other than the standard ones), to combine sequences of keystrokes into single characters, and to generate multiple characters from a single keystroke. Two such keyboard remapping programs are KeyMan (for Windows) and SILKey (for Macintosh).

CECIL

CECIL (which stands for Computerized Extraction of Components of Intonation in Language) is a system for doing acoustic speech analysis, mainly tone and stress analysis (see Hunt 1988). It is intended for use in a field situation using a DOS or Windows portable computer. The DOS version uses a battery-powered speech box (sound digitizer) is used for recording and playback, while the Windows version uses a standard Windows sound card. The software performs graphical displays of waveform, fundamental frequency (pitch), and amplitude (stress), as well as spectrograms and spectra. It also supports a language learner’s mode in which traces of the learner’s attempt to mimic a recorded utterance are superimposed on the traces of the original recording. Utterance length is limited to 3.3 seconds at a 19500 Hz sampling rate.
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Figure 5 Display of an utterance in CECIL



Signalyze

Signalyze is an interactive program for the analysis of speech, and can work with 8 or 16-bit sound. It contains a large set of sig�nal editing, analysis and manipulation tools. With Signalyze, you can measure duration, amplitude and frequency, make beautiful 250 color or greyscale spectrograms, extract pitch, slow down or speed up speech. You can easily obtains numeric measurements pertaining to the duration of a speech sound, the frequency from a spectral peak, the amplitude differences between two vowels, and so on. Signalyze has extensive labeling facilities, coded for up to nine levels (segment, syllable, etc.); labels can apply to points or segments of text, and may be saved as tab-delimited text files. Signalyze thus represents an invaluable tool for field research, aiding in transcription and analysis. You can listen to a given sample over and over, slowing it down to hear better difficult material; you can easily compare two samples to determine their relative phonetic properties; the ease of pitch tracking  invites analysis of important aspects of prosody often overlooked in phonological analyses; different portions of discourse of can easily be queued up to observe varying patterns of cadence and amplitude. The sound samples Signalyze produces can easily be saved as sound files and used in derivative presentations by importing them into programs capable of playing sounds, such as HyperCard or Microsoft Word. While Signalyze is a little pricey for individuals, there are excellent departmental and institutional rates.
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Figure 6 Display of an utterance in Signalyze



FindPhone

FindPhone is an interactive, menu-driven program for DOS that performs distributional analysis of phonetic data transcribed in IPA (see Hunt 1992 and Bevan 1993). A built-in editor facilitates maintenance of a phonetic database in which each transcribed utterance is represented as a record. An utterance record can also contain any number of other fields such as gloss, grammatical category, reference number, and so on. The database can then be searched according to patterns defined by the user; for example, the pattern #pV will return all utterances containing an utterance-initial [p] followed by any vowel. Phonetic class symbols such as C (for consonants) and V (for vowels) can be defined by the user. Features such as stress, pitch, and syllable boundaries can be included in search patterns or can be ignored. The results of a search can be viewed on the screen or formatted and saved to a file or printed. 
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Figure 7 Results of a search in FindPhone



Phonology and morphology

Although syntactic parsing of English and other economically important European languages has received great attention in recent years, morphological parsing has largely been left to those working in agglutinative languages who cannot sidestep morphological analysis. This is borne out by the heritages of the programs described below: AMPLE was initially developed for Quechua and PC-KIMMO is an implementation of a system first applied to Finnish.

AMPLE and STAMP

AMPLE and STAMP are components of a practical system for doing machine translation of texts between closely related languages or dialects. AMPLE does the morphological analysis (parsing) of an input text and STAMP does transfer and synthesis of the text into a target language. AMPLE can also be used by itself for more purely linguistic purposes, namely, to model and verify a morphological analysis of a language. An AMPLE description consists of a lexicon which lists all stems and affixes and a set of rules that specify morphotactic structure. AMPLE has a strong item-and-arrangement view of morphology, but is able to handle phenomena such as reduplication and infixation. AMPLE works strictly at the phonological surface level. Rather than modeling phonological rules, all allomorphs of a lexical item must be explicitly listed in the lexicon. A preprocessor called PHONRULE applies phonological rules to underlying lexical forms and generates all the allomorphs to be inserted into the lexicon.

PC-KIMMO

PC-KIMMO is a new implementation for microcomputers of a program named after its inventor Kimmo Koskenniemi, a Finnish computational linguist (see Koskenniemi 1983 and Karttunen 1983). Its main practical use is to build morphological parsers for natural language processing systems, but it can also be used to model and test a phonological and morphological analysis of a language. PC-KIMMO is based on Koskenniemi’s two-level model of morphology, where “two- level” refers to the underlying (lexical) and surface levels of phonological representation. In this model phonological rules apply simultaneously and can refer to both underlying and surface environments. The result is that there need be no rule ordering, no intermediate levels of derivation (just two levels), and rules can be run in either direction: underlying to surface or surface to underlying. In addition to a set of phonological rules, a PC-KIMMO description includes a lexicon of all stems and affixes. The structure of the lexicon enforces a simple system of morphotactic constraints. Version 2 of PC-KIMMO added an optional word grammar component that can return full parse trees and feature structures.
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Figure 8 Sample word parse in PC-KIMMO version 2



PC-KIMMO can also be applied to other tasks, such as analyzing and tagging texts. See Antworth 1993 for a description of using PC-KIMMO to produce morphologically tagged interlinear text.

Syntax and grammar description

Most software applicable to syntax comes from the field of natural language processing where the main concern is syntactic parsing (see the chapters by Hoard and Bayer et al, in this volume). However some software is available that is intended for modeling syntactic analysis, namely PC-PATR. For the field linguist developing a syntactic corpus and grammar description, there is Rook for the Macintosh and Shoebox’s grammar outline for DOS.

PC-PATR

PC-PATR is a syntactic parser for DOS, Windows, Macintosh, and UNIX. It is based on the PATR-II formalism (see Shieber 1986).  A PC-PATR grammar consists of a set of rules and a lexicon.  Each rule consist of a context-free phrase structure rule and a set of feature constraints, that is, unifications on the feature structures associated with the constituents of the phrase structure rules.  The lexicon provides the items that can replace the terminal symbols of the phrase structure rules, that is, the words of the language together with their relevant features. PC-PATR is especially good for modeling basic syntactic analysis.
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Figure 9 Sample sentence parse in PC-PATR



Rook

Rook is a system for authoring descriptive grammars in HyperCard for the Macintosh. Rook is a tool for interactively and incrementally developing a grammar description based on an interlinear text corpus (see also IT). The resulting on-line descriptive grammar exploits the capacity of the computer to provide instant access to cross-referenced topics, text examples, explanations of morpheme glosses, and so on.
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Figure 10 Sample grammar card in Rook



Lexicon

For field linguists developing a lexicon or bilingual dictionary of a language, data management programs such as Shoebox, askSam, HyperCard, and Xbase database systems are suitable (see section 4.1). Multi-Dictionary Formatter and MacLex are two programs specifically designed for lexical work. 

Multi-Dictionary Formatter

Multi-Dictionary Formatter for DOS is a set of programs that work together with Shoebox and a word processor such as Microsoft Word to structure, manipulate, format, and print dictionaries.

MacLex

MacLex is a Macintosh program for managing dictionary files in SIL’s “Standard Format” (used also by Shoebox). It provides a full-screen editor for lexical entries as well as find and replace functions. Lexical files can be sorted according to a user-defined sorting order (including multigraph handling). MacLex also has a facility for reversing entries.

Text analysis

Under the general rubric of text analysis falls several types of programs. IT and Shoebox are tools for producing annotated interlinear text. Many programs for searching text and producing concordances and word lists are available, such as TA, Micro-OCP, MonoConc and TACT for DOS and Conc for Macintosh. For more on text analysis, see also chapter ??? of this book.

IT  (Interlinear Text processor)

IT  (pronounced “eye-tee”) is a software package for producing annotated interlinear texts. It performs two main tasks: (1) it maintains the vertical alignment of the interlinear annotations, and (2) it stores all word and morpheme annotations in a lexical database thus enabling semi-automatic glossing. IT supports up to 14 levels of aligning text annotations and up to 8 different freeform (nonaligning) annotations. The interlinear text file produced by IT is a plain ASCII text file that is accessible to other text-processing software. It is also portable between the DOS and Macintosh versions of the program. Here is the text file for one sentence from a text glossed with IT:



 Unuunua               sulia      tee wane si    kada 'e   

 unu-unu         -a    suli -a    tee wane si    kada 'e   

 RDP-tell.a.story-NMZR about-3s.O one man  PARTV time 3s.G 



 kasia      tee baru.

 kasi -a    tee baru

 build-3s.O one canoe



 The story about when a man built a canoe.



The first line is the original text. The second line is the morphemic representation which breaks the words into morphemes. The third line glosses each morpheme. The line below the interlinear text provides a free translation.
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Figure 11 Annotation window in Macintosh IT



Interlinear text files produced by IT can be searched and concorded using other text analysis software including Conc (for Macintosh). An interlinear text corpus can be formatted and prepared for professional typesetting using ITF, the Interlinear Text Formatter (see below).

ITF (Interlinear Text Formatter)

ITF (Interlinear Text Formatter) is a software package that formats interlinear texts for publication (as for producing a monograph of annotated texts). It is based on the TeX typesetting language (Knuth 1986). ITF works with interlinear text produced by IT and Shoebox. A program is also provided that converts output from AMPLE (a morphological parser) into the format required by ITF. ITF can format an arbitrary number of aligning annotations with up to two freeform annotations. A number of page layout options are available, including placing a free translation at the bottom of the page or in a column down the side of the page. The ITF TeX macros can be used with either TeX 2.9 or TeX 3.0. A LaTeX (Lamport 1986) style is provided as well as the plain TeX formatting definitions.

Shoebox

Shoebox (see section 4.1) has a built-in text interlinearizer which is very similar to IT. It has the advantage over IT that its lexicon is readily available to the user. However, IT  is more flexible and robust than Shoebox’s interlinearizer.

TA

TA (for Text Analysis) is a set of DOS programs that perform basic text manipulation tasks including generate word lists from text, automate word segmenting in texts, generate concordances of texts, sort, filter, and format lexical files, and make reversals of lexical files. Some of these functions expect the data to be encoded in SIL’s “Standard Format” (also used by Shoebox). The TA package is especially suitable for those with limited computing resources.

Micro-OCP

Micro-OCP is a batch-oriented concordance program for DOS. It is based on the mainframe version of the Oxford Concordance Program (OCP). Micro-OCP produces word lists (list of words with frequency of occurrence), indexes (list of words with references), concordances (KWIC style), and vocabulary statistics. A number of sorting options are supported, including sorting by frequency, word length, and word ending. Subsets of text can be selected for processing or marked for omission. Alphabets for several languages are included and other alphabets can be defined by the user. Multigraphs of up to eight characters can be used. Words can be retrieved that match a pattern containing wildcard characters. The execution of the program is controlled by a file that contains a script of commands. The output of the program can be sent to the screen, printer, or disk file.

MonoConc

MonoConc is an interactive concordance program for Windows. It supports loading multiple files, word and phrase searching with wildcard characters, and frequency counts.

TACT

TACT is an interactive DOS program for doing full-text retrieval, concordancing, and content analysis. A text is first prepared by marking reference units in it and then is converted into a TACT database. TACT offers several views of the database, including a word list with frequencies, a one-line KWIC concordance (which TACT calls an index), a KWIC concordance that shows several lines, distribution graphs, and collocations. The entire text can also be viewed. Specific words can be collected into a named category or theme; for instance, inflected forms of a word or a set of synonyms can form a category which is then referred to in more complex searches.

Conc

Conc is a concordance program for the Macintosh. Whereas most concordance programs are mainly intended for literary analysis, Conc has been specially designed for linguistic analysis. It exploits the Macintosh interface and is fully interactive. Conc produces keyword-in-context (KWIC) concordances of texts. A KWIC concordance consists of a list of the words in the text with a short section of the preceding and following context of each word. The sorting order is defined by the user. Conc also produces an index of the text, which consists of a list of the distinct word forms in the text, each with the number of times it occurs and a list of the places where it occurs. Conc displays the original text, the concordance, and the index each in its own window. If the user clicks on a word or entry in any of the three windows, the other two windows automatically scroll to display the corresponding word or entry. Concordances can be saved, printed or exported to plain text files.
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Figure 12 Text and concordance windows in Conc



The user can restrict which words will be included in or excluded from a concordance. The user can choose to omit words of more/less than n letters, omit words occurring more/less than x number of times, or omit words explicitly listed. The user can choose to include all words, include words explicitly listed, or include words that match a pattern. A pattern can include devices to match any character, match zero or more characters, match one or more characters, match classes of characters, match at the start of a word, match at the end of a word, and so on (this is essentially a grep pattern, or regular expression).

In addition to flat text files, Conc also does concordances of multiple-line interlinear texts produced by the IT program. It can produce either a word concordance or a morpheme concordance (if the interlinear lines include morpheme decomposition). An interlinear concordance can be limited to selected lines (fields). By designating a primary and secondary field, Conc can produce a concordance of the correspondences between these two fields (for instance, morpheme and gloss).

In addition to word (and morpheme) concording, Conc can also produce a concordance of each letter in a text or body of phonological data. Pattern-matching facilities are also available in letter concordances, so the user can specify search patterns that will have the effect of retrieving, say, words containing intervocalic obstruents.

Language survey and comparison

While various general purpose database management programs and statistical analysis programs could be used for tasks associated with language survey and comparison, there is at least one domain-specific program, namely WORDSURV. 

WORDSURV is a menu-driven program for DOS that was developed to aid in the management and analysis of language survey word lists. Typically a language surveyor collects a word list (such as the Swadesh word list) in several dialects in an area. The word lists are then compared to determine the amount of shared vocabulary and the genetic relationships among the dialects. WORDSURV assists this labor-intensive process in several ways. First, it provides a printed copy of the word list that includes all of the linguistic forms that have previously been collected for each gloss. This makes it easier for the surveyor to elicit possible cognates on the spot. Second, WORDSURV automates the process of comparing several word lists to determine shared vocabulary. Third, WORDSURV supports more rigorous types of analysis: a phonostatistic analysis measures phonological divergence between dialects, and the COMPASS analysis (Frantz 1970) measures the strength of phoneme correspondences in proposed cognates. Lastly, WORDSURV can output data in a format suitable for printed reports. WORDSURV is useful not only for doing language surveys in the field, but also for doing comparative reconstruction.
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Figure 13 A record in WORDSURV
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