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We present a novel method for performing anisotropic mesh adaptation on high-order
curved meshes. This process utilizes existing edge primitive operations for mesh adaptation
methods and extends them to high-order meshes. Traditionally, curved meshes are made
linear and then adapted and re-curved at the end of the adaptation process. Our method keeps
the mesh valid and curved during the entire adaptation process leading to more robust mesh
adaptation. Results for four test cases demonstrate the ability of this method to produce valid
curvedmeshes with a variety of different aspect ratio’s. The output error convergence for these
cases are comparable to a global re-meshing strategy.

I. Introduction
Error estimation and mesh adaptation are important tools for having a fully automated robust and accurate

computational fluid dynamics (CFD) simulation [1]. Unstructured meshes in particular are well suited for mesh
adaptation as the initial mesh can be easily generated and then be adapted. For unstructured meshes to take advantage
of mesh adaptation, it is important to be able to generate a mesh that conforms to a given metric field [2–4] which
specifies a desired stretching and orientation of elements throughout the domain. There are many ways of generating a
metric conforming mesh such as global re-meshing, local mesh operations, global node movement. Metric-conforming
re-meshing has been shown to be highly effective in two dimension [5, 6] but is not always tractable or robust, especially
for three-dimensional meshes with curved, anisotropic elements. Local mesh modification operators have been shown to
work in two, three, and even four dimensions [7–12]. These local mesh modifications are typically done through either
explicitly, known as edge primitive operations, or through general cavity operators. Edge primitive operators [7–9]
explicitly handle each operation as edge splits, edge collapses, edge swaps, face swaps, etc. The general cavity operator
is a general local mesh modification operation that combines traditional edge primitive operations into one general
operator [10, 11]. Recently work has been done on implementing mesh optimization operators, swap and node smoothing,
on high-order meshes [13, 14] and previous work has implemented curved edge split and collapse [15]. However,
anisotropic mesh adaptation for curved meshes still has remained a challenge. Another option is node movement, also
known as r-refinement [16–18], which moves the nodes to adapt the mesh. More recently, node movement has been
used to move mesh nodes to conform to a target metric field [19]. This has shown promise as small changes that might
cause element inversion with local operators can be fixed by moving the nodes on edges that are “trapped” and not
metric conforming.

High-order simulations not only require an anisotropic mesh to not waste degrees of freedom they also require that
faces on the geometry are curved [20]. Currently, the state of the art is to generate a linear mesh and curve it to represent
the geometry. Two solutions are commonly used to curve a mesh. The first involves solving an analogous physics-based
problem [21, 22] to transfer boundary displacements to the interior. The second involves solving an optimization
problem [23–25] that simultaneously moves both boundary and interior vertices. However, these approaches do not
always work especially for complex geometries and meshes with highly anisotropic elements.

Here we introduce a method that extends traditional edge collapse and split to adapt arbitrary order curved
meshes. This adaptation approach is presented with test cases using a high-order discontinuous Galerkin finite-element
discretization, which is briefly reviewed in Section II. Section III presents the output error estimation procedure, and
Section IV presents the metric optimization algorithm, MOESS. Section V presents background on metric based mesh
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adaptation and Section VI presents our approach for high-order mesh adaptation. Results for four test cases are shown in
Section VII where we demonstrate our methods ability to generate highly anisotropic curved meshes and get comparable
output error convergence to global re-meshing. Section VIII conclude with a summary of the work and future work
directions.

II. Discretization

A. Governing Equations
CFD discretizing a set of partial differential equations to model the fluid. Consider a system of unsteady partial

differential equations written in conservative form,

mu
mC
+ ∇ · ®F(u,∇u) + S(u,∇u) = 0, (1)

where u ∈ RB is the B-component state vector, ®F ∈ R3×B is the flux vector, 3 is the number of spatial dimensions, and
S ∈ RB is the source term arising from the turbulence model. For the Navier-Stokes and Euler equations, we use a
conservative state vector u ∈ R3+2 = [d, d ®+, d�], where d is the density, ®+ is the velocity, and � is the total energy
per unit mass. The source term is nonzero when modeling turbulence using Reynolds averaging, for which an extra
equation is included [26, 27].

B. The Discontinuous Galerkin Method
The discontinuous Galerkin (DG) method [28–30] is a finite-element method in which the approximation space is

discontinuous across element boundaries. The state is approximated on each element, Ω4, with polynomials of order ?
on mesh of non-overlapping elements. Multiplying Equation (1) by test functions in the same space as the solution and
integrating by parts to couple elements via fluxes, yields the weak form. Here we use the Roe [31] convective flux and
the second form of Bassi and Rebay (BR2) [32] for viscous treatment. This yields the following semi-discrete equation,

M
3U
3C
+ R(U) = 0, (2)

where U ∈ R# is the discrete state vector, # is the total number of unknowns, R(·) ∈ R# is the nonlinear spatial residual,
and M ∈ R#×# is the block-element sparse mass matrix. We neglect the time derivative term for steady simulations,
which yields the system of nonlinear algebraic equations, R = 0. To solve this system of non-linear equations we the
Newton–Raphson method with pseudo-time continuation [33] and the generalized minimum residual (GMRES) linear
solver [34], preconditioned by an element-line Jacobi smoother with coarse-level (? = 1) correction [35, 36].

C. The Output Adjoint
The output adjoint for a scalar output is the sensitivity of the output to residual source perturbations [1, 37]. In

this work we use the steady adjoint, where we start by linearizing the residual and scalar output, � (U), and solve the
following linear system, (

mR
mU

))
	 +

(
m�

mU

)
= 0, (3)

where 	 ∈ R# , is the discrete adjoint vector. This equation is solved using a transposed version of the preconditioned-
GMRES used in the primal solver. The adjoint vector plays a key role in output-based error estimation and mesh
adaptation because discretization errors originate as residual sources and the adjoint weights those sources to determine
their effect on the output.

III. Output Error Estimation
We use the adjoint solution to estimate the numerical error in the corresponding output of interest, �, through the

adjoint-weighted residual [1, 37] The adjoint-weighted residual computes the discretization error between the current
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coarse discretization space, �, and a finer discretization space, ℎ, here obtained by increasing the approximation order
by one, ? → ? + 1. The state vector is first prolonged from the coarse space to the fine space to get a new state U�

ℎ
.

Next, the prolonged state is used to compute the fine-space residual, Rℎ (U�ℎ ), and weighting this residual with the
fine-space adjoint error gives an estimate for the output error between the coarse and fine spaces,

X� = �ℎ (U�ℎ ) − �ℎ (Uℎ) ≈ −X	
)
ℎRℎ (U�ℎ ). (4)

The adjoint error, X	ℎ, is obtained by subtracting from the fine-space adjoint, solved exactly, its projection onto the
coarse-space. The error estimate in Equation 4 is localized to elemental contributions, resulting in the elemental error
indicators Y4,

X� ≈
#4∑
4=1

X	)ℎ,4Rℎ,4 (U
�
ℎ ) ⇒ Y4 ≡

���X	)ℎ,4Rℎ,4 (U�ℎ )��� , (5)

where #4 is the number of elements, the subscript e denotes components of the adjoint and residual vectors associated
with element 4.

IV. Metric Optimization
The elemental error indicator combined with additional error indicators evaluated on sub elements, via Equation 5

with projected adjoints, drive a metric optimization calculatin based on MOESS: mesh optimization through error
sampling and synthesis [5, 38]. The optimized metric can be used in mesh adaptation through a variety of means such as
re-meshing, local mesh operations, or node movement. Metric optimization uses a Riemannian metric field,M(®G), to
encode information about desired size and stretching of elements in a computational mesh. At each point ®G in physical
space, a symmetric positive definite metric tensorM(®G) ∈ R3×3 provides a yardstick for measuring a non-dimension
distance from ®G to a nearby, infinitesimally-close, ®G + X®G,

X; =
√
X®G)MX®G. (6)

The set of points unit measure from ®G is an ellipse, the principal axes and lengths of which are determined by the
eigenvectors and eigenvalues respectively ofM.

Affine-invariant changes [39] to the metric field are made via a symmetric step matrix, S ∈ R3×3 , according to

M =M
1
2
0 exp (S)M

1
2
0 (7)

Note that S = 0 leaves the metric unchanged, while diagonal values in S change the metric stretching sizes.
The metric optimization algorithm requires models for how the elemental error indicator and cost change as the

metric change. The elemental error model represents how the elemental error of an element changes if we were to apply
a step matrix change to that elements. The model used here it

Y4 = Y40 exp
[
tr(R4S4)

]
, (8)

where Y40 is the initial error on element 4, and R4 is an element-specific rate tensor determined through a sampling
procedure. The cost model represents how much the cost, in this case degrees of freedom, would change as we apply a
step matrix to an element. The cost model used is

�4 = �40 exp
[
1
2

tr(S4)
]
, (9)

where �40 is the initial cost, measured in degrees of freedom. This model is purely volume based: the trace of the step
matrix governs changes to the element’s volume, and hence the number of degrees of freedom occupying the original
volume. More details of these models can be found in previous work [5].

MOESS takes in a current mesh with its mesh-implied metric,M(®G), elemental error indicators, Y40, and elemental
rate tensor estimate, R4, and outputs a step matrix field S(®G) The goal of MOESS is to produce the step matrix field that
minimizes the error at a given cost by iteratively equidistributing the marginal error to marginal cost ratio over elements
in the mesh. In practice, mesh optimization and flow/adjoint solutions are performed several times at a given target cost,
Ctarget, until the error stops changing. The target cost is then increased to reduce error further if it is not at an acceptable
level.
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V. Metric Based Mesh Adaptation
The output from MOESS is a step matrix field that can be used to calculate the desired metric field using Equation 7,

which can then be used for mesh adaptation. One approach is to use this metric field along with the current mesh as a
background mesh and globally re-mesh the domain to generate a new mesh that conforms to the target metric field. This
approach has been successful in two-dimensions but has not is not robust in three-dimensions with complex geometries
and highly anisotropic metric fields.

A more common approach is to perform local mesh operations on the input mesh to produce a new mesh that
conforms to the desired metric. This approach works by refining regions where the edges under the desired metric field
are too long and coarsening regions where the edge length is too short. With the metric field prescribed at each vertex in
the input mesh, the length of each edge under the metric field, !<,4, can be computed. We follow the conventions of the
Unstructured Grid Adaptation Working Group (UGAWG) [4] and compute the length of an edge 4 between vertices 0
and 1,

!<,4 =

{
!0−!1

log(!0/!1) |!0 − !1 | > 0.001
!0+!1

2 else
(10)

Here !0 and !1 are the length of the edge under the constant metric at vertex 0 and 1 respectively given as,

!0 = (®E)4M0®E4) and !1 = (®E)4M1®E4), (11)

where ®E4 is the vector along edge 4, ®E4 = ®G1 − ®G0. The ideal length in a metric conforming mesh is one however this
constraint is relaxed and we target a quasi-unit length range !low ≤ !< ≤ !up. Typically !low =

√
2

2 and !up =
√

2. The
adaptation procedure iteratively adapts the mesh by splitting edges that are too long and collapsing edges that are too
short. In addition to computing edge lengths, element volumes can also be computed under the prescribed metric. The
volume of an element : is given as,

+<,: ≈
√

detMmax+: (12)

where +<,: is the volume of element : under the metric, +: is the Euclidean volume of the element, andMmax is the
metric of vertex on element : with the largest determinant.

Mmax = arg max
M8 ,8∈:

detM8 (13)

Again following the UGAWG we can compute the quality of element : in two-dimension as,

&: =

(
+<,:

+̂:

)
1
3
∑
4∈: ®E)4Mmax®E4

(14)

where, +̂ : , is the area of a unit-equilateral triangle, +̂: =
√

3
4 . The element quality&: measures how closely to equilateral

the triangle is in the transformed metric space. We use node movement to improve node quality but edge swap operators
have been shown to improve mesh quality.

VI. High-Order Mesh Adaptation
To represent high-order meshes we use Lagrange basis functions to map points on a reference triangle to physical

space. The mapping is done through a linear combination of Lagrange interpolating polynomials given as,

®G(b, [) =
#&∑
8

®G8q8 (b, [), (15)

where (b, [) are the reference space coordinates, #& is the number of interpolating polynomials, and ®G8 is node the
coordinate in physical space associated with the 8th interpolating polynomial q8 . The mapping jacobian, J, is defined as,

J =
#&∑
8

®G8
mq8

m ®G8
(b, [). (16)
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The determinant of the mapping jacobian matrix is required to be positive at all points for a valid mesh. Presently, this
constraint is checked at quadrature points inside the element during the adaptation but points depend on the quadrature
rule chosen. However, it has been shown it is possible to reliably detect invalid elements using Bézier functions [40].
This approach is more robust and may be required for more complicated cases than the ones presented here or in three
dimensions.

While we do our mesh adaptation on curved meshes that remain curved throughout the adaptation procedure, we
still use linear metric edge length calculations and element quality calculations. That is, when we compute a metric
edge length we use Equation 10 and do not consider the shape of the curved edge and similarly with element quality we
use Equation 13 and only consider the 3 nodes that make up the linear element.

A. Edge Split
For mesh refinement we split edges. Since we use Lagrange basis functions for our mesh subdividing elements is

performed in each elements reference space. High-order node positions of child elements are first computed in the
parent elements reference space and then mapped to global space using the parent element’s basis functions. This
process is shown in Figure 1.

(a) High-order element
in global space

(b) Split reference space
element.

(c) High-order node posi-
tions of child elements.

(d) Global space split ele-
ments.

Fig. 1 Edge split for high-order elements.

When splitting edges on boundaries the newly created nodes need to be projected onto the true geometry. Because
we are working with an already curved mesh this process is easy as the displacement of each node on to the geometry is
small. We then use linear basis functions to transfer the deformations of boundary nodes to element interior nodes.
Nodes on non boundary edges are not moved. Other than limiting splits that produce elements that have negative
jacobian checks, we also reject splits when the they would create edges that are shorter than the shortest edge in the
current mesh. We also reject splits when they would create an element with lower quality than the lowest quality element
in the current mesh.

B. Edge Collapse
The edge collapse operation is used to coarsen the mesh and targets edges shorter than !< <

√
2

2 For edge collapses
of high-order elements it is not obvious where to place high-order nodes to keep a valid mesh. Once an edge is flagged
for collapsing we look at the two vertices, 0 and 1, that make up the endpoints. We consider two possible collapses, the
first collapsing vertex 0 into vertex 1 removing vertex 0 from the mesh, and the second option of collapsing vertex 1
into vertex 0. We look at the quality of the linear elements that would be generated from these two possibilities and pick
the one with the higher minimum quality in the affected elements. From here we will use denote node 0 as the node that
is collapsed and removed and node 1 as the node that is kept in the mesh. If collapsing node 0 into node 1 fails for any
reason listed below we swap 0 and 1 and try again.

We follow a cavity operator like approach with the collapse. That is we look at all the elements that contain and
form a cavity about node 0 and determine if the collapse is valid before applying changes to the mesh. We only modify
mesh nodes inside the cavity while the boundary of the cavity remains fixed, except when we collapse a boundary edge
and nodes need to be projected to geometric boundaries. Elements that only contain node 0 are modified and kept in the
mesh while elements that contain both 0 and 1 are removed.
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The first step is to perform the collapse on the linear representation of the elements. During this step we check that
all the linear elements have positive volume. This is quick check and any if any element has negative area the collapse is
immediately rejected. At this point we also do checks to make sure we do not reduce the minimum quality in the mesh
or increase the maximum edge length in the mesh on the proposed linear elements. If these checks fail the collapse is
rejected and we do not modify the mesh. This collapse of the linear elements in shown in Figure 2b.

We then sample the high-order node positions on these new @ = 1 elements. Because the boundary of the cavity does
not change all high-order nodes on the boundary of the cavity are displaced back to their original position. Additionally,
nodes on geometric boundaries are projected to the boundary. The boundary of the cavity is now set to matches the
original curved boundary of cavity and the geometry. This projection step is shown in Figure 2c. Edges inside of
the cavity are still linear and elements are not necessarily valid. However, here we do a negative jacobian check at
quadrature points to see if we have a valid mesh. If the mesh with just the boundary displacements is valid elements are
modified and the edge is removed from the mesh.

In most cases the mesh will not be valid after moving the high-order boundary nodes. In order to solve this problem
we use an explicit inverse-distance mesh deformation technique [41, 42] where we propagate the displacement of
high-order nodes on the cavity boundary to the interior of the cavity. This propagation of deformations to interior nodes
in the cavity is shown in Figure 2c. This idea is similar to solving analogous physics-based equations to re-curve a linear
mesh, except boundary displacement are not necessarily on geometric boundaries and we only update small portion of
elements in the mesh. The boundary displacements are computed as the change in node position their positions the
linear element to the position on the cavity boundary or geometric boundary. The displacement of a single interior node
in the cavity is given as,

Δ®G = ®G − ®G0 =

∑#1

8
F8 (®G0)Δ®G1,8∑#1

8
F8 (®G0)

, (17)

where ®G0 is the original location of the interior nodes, #1 is the number of nodes on the cavity boundary, 8 is the index
over boundary nodes, Δ®G1,8 is the displacement of the 8th boundary node, and F8 is the weight the 8th boundary node has
on the interior node. The weights are inversely proportional to the distance between the interior node and the boundary
node,

F8 (®G0) =

(

1��®G0 − ®G1,8
��
)0 (

U��®G0 − ®G1,8
��
)1 (18)

Once the displacements for all the interior nodes in the cavity are computed we check perform another check on
jacobian determinants at quadrature points inside each element. If a single point has a negative jacobian the collapse is
immediately rejected. This method allows us to always have a valid high-order mesh during collapses. Other mesh
deformation techniques could be used to move the nodes inside the cavity but this method is explicit and cheap to
compute.

Figure 2 shows this process. The initial mesh is shown in Figure 2a with the edge being collapsed and the node
being removed highlighted in green. The linear collapse and re-sampling of high-order nodes is shown in Figure 2b.
The displacement of nodes on the boundary of the cavity to the geometry and to the original cavity shape is shown in
Figure 2c. At this step the elements are checked for negative jacobian determinants and if there are none the mesh
is updated. If this step fails the displacements shown in Figure 2c are propagated to interior nodes using the inverse
distance method. Those displacements are shown in Figure 2d and a final negative jacobian check is performed. If this
check passes with the mesh is updated shown in Figure 2e.

C. Metric Conforming Node Movement
As an optional smoothing step we use metric-conforming node movement detailed in [19] and summarized below.

Given a target step matrix field, Stgt (®G), we try to optimize the node coordinates of the current mesh so that the step
matrix between the current mesh and the new mesh S(®G), closely matches Stgt. The connectivity remains constant
during the optimization process. The objective function we try to optimize is given as,

Δx = arg min
Δx
�metric (Δx) ≡

#4∑
4=1

1
2




W4 ◦ (S4 (Δx) − Stgt
4 )




2

�
+
# 5∑
5 =1

W

2




S�5 + (Δx) − S�5 − (Δx)



 , (19)
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(a) Cavity of @ = 3 elements affected by collapsing the
green edge removing the green vertex.

(b) Collapsing the edge on the linear elements with high-
order nodes sampled on the linear element.

(c) Projecting the boundary nodes back to their original
positions and to the geometry (grey).

(d) Displacements of boundary nodes are propagated to
interior nodes through inverse distance method.

(e) Final valid curved mesh after edge collapse.

Fig. 2 Edge collapse process for high-order elements.
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where #4 is the number of elements, | | · | |� is the Frobenius norm, # 5 is the number of faces, and 5 +/ 5 − denote the
two adjacent elements to face 5 . For an element e, S�4 is the step matrix between the identity matrix, i.e. reference
element, and the new metric, which reduces to the logarithm of the new metric, S�4 = S(I,M4 (Δx)) = log(M4 (Δx)).
The first term in Equation 19 is a measure of the error between the current step matrix and the target step matrix on each
element. The second term in Equation 19 consists of a sum over faces of the step matrix difference between adjacent
elements. This term helps prevent large changes in element size and shape and is controlled by the non-dimensional
parameter W which is set to W = 0.03, determined through numerical experimentation. The tensorW4 in Equation 19
is an optional weight on the step matrix errors. The Hadamard product, ◦, applies the weight component-wise. In
this work, when using MOESS, we use the normalized linearization of the localized output error with respect to
the step matrix,W4 =

mE4
mS4 , which is available from MOESS. The optimization is solved using the limited-memory

Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) algorithm [43].
Because we rely on edge splitting and collapsing to do the majority of the adaptation the node movement optimization

is ran once at the end of the adaptation process to improve mesh quality.

D. Adaptation Algorithm
Our adaptation algorithm consists of iteratively collapsing edges shorter than !low and splitting edges longer than

!up throughout the mesh. We follow an operator schedule similar to the one proposed by Caplan [44]. We break each
adaptation pass into two phases, the first phase sets the split target length !up = 2 and the second phase consists of
setting the split target length !up =

√
2. Each phase sets the target length for collapses to !low =

√
2/2 and each phase

is performed twice. Therefore, each adaptation pass performs 4 split passes and 4 collapse passes. We perform the
adaptation pass 5 times or until a pass does not perform any splits or collapses. Finally there are limits the length of
edges created to always be within the current the range !min ≤ !< ≤ !max, where !min and !max are the minimum
and maximum edge lengths in the mesh respectively. We also impose the same restriction on quality, that is the
minimum quality of an element in the mesh can never decrease. After all the edge split and collapse passes are done we
optionally run the node optimization algorithm which our results show acts as a smoothing step to further improve
metric conformity and increase element quality.

VII. Results

A. Laminar Flat Plate
The first test case we ran was the laminar flow over a flat plate. The flat plate is unit length and starts one third of the

way down stream from the inflow. The boundary conditions are a non-slip adiabatic wall on the plate, total temperature
and pressure at the inflow, static-pressure at the outflow and top boundary, and symmetry on the bottom boundary ahead
of the plate. The Mach number is set to "∞ = 0.5, and the Reynolds number based on the unit distance along the flat
plate is '4 = 104. We started with a mesh of 210 linear triangles, shown in Figure 3a, and used a solution order of
? = 3 yielding 2,100 degrees of freedom.

(a) Initial mesh (210 elements) (b) Mach contours from “exact” solution (0-0.5)

Fig. 3 Initial mesh and Mach contours for laminar flat plate case.

For our adaptive cases we used the drag on the plate as our output and set the target cost in MOESS to 2, 100 degrees
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of freedom. We ran 20 adaptation iterations using global re-meshing using BAMG [45], node-movement, edge-primitive
operations, and a combined approach using both edge-primitive and node movement for adaptation. The combined
approach ran node movement after the edge-primitive adaptation was complete in each iteration. To compute error after
each adaptation iteration we compared the drag to a truth solution obtained by using 20 iterations of BAMG at 10, 000
degrees of freedom, contours are shown in Figure 3b. The meshes at the end of each adaptation iteration are shown
below in Figure 4. Here we see all adaptation mechanism move degrees of freedom into the boundary layer region on

(a) BAMG (b) Node Optimization

(c) Edge Primitive (d) Combined Edge Primitive + Node Optimization

Fig. 4 Adapted meshes for laminar flat plate case with Mach contours (0-0.5).

the plate. Node optimization is limited due to the fixed topology during the adaptation process. This leads to wasted
degrees of freedom in regions away from the plate, where the output is less affected, and not enough degrees of freedom
in the region directly next to the plate. When comparing our edge primitive adaptation with BAMG we can see the mesh
from BAMG is noticeably smoother and our mesh we have some anisotropic elements, which have lower element quality,
away from the plates. When combining in node optimization with edge primitive adaptation we see that there are still
large elements far from the plate, but now there are fewer anisotropic elements. This shows that the node optimization
step acted as a smoothing step improving element quality in the domain. When looking at the minimum and average
quality in the edge primitive and combined cases, we see the minimum quality improves from 0.30 to 0.49 and the
average quality in the mesh increases from 0.77 to 0.85. We also see that the number of edges outside the quasi-unit
range decreases from 43 to just 13. This shows that we can use edge primitive operations for large mesh topology
changes and use node optimization as a smoothing step to increase mesh quality and further improve metric conformity.

The error convergence for this case is shown in Figure 5. The convergence for both th edge primitive and the
combined approach cases are very noisy this is due to large discrete changes in mesh topology between adaptive iteration.
Here we see BAMG converges quite quickly and is not as noisy as the other cases. Additionally, we are seeing that the
combined approach is able to reach similar drag error as BAMG, while edge primitive and node optimization alone do
not. For this case edge primitive adaptation has similar final error as node movement, which is surprising due to the fact
that edge primitive operations are able to re-distribute degrees of freedom in the domain. However, because we are
using high order polynomials, ? = 3, the initial topology was not as much of a limit for node optimization because the
initial mesh had enough elements on the plate.

B. Inviscid Transonic NACA 0012
The second test case consists of the NACA 0012 airfoil in inviscid flow at a free-stream Mach number of "∞ = 0.8

and an angle of attack of U = 1.25◦. The initial mesh is shown in Figure 6 and consists of 533 cubic, @ = 3, elements
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Fig. 5 Output error convergence for flat plate case

curved to the geometry. The solution approximation order is set to ? = 2, and element-wise constant artificial-viscosity
is used to capture the shocks.

(a) Initial mesh @ = 3 (533 elements) (b) Mach contours (0-0.5)

Fig. 6 Initial mesh and Mach contours for inviscid transonic NACA 0012 case.

We perform 20 adaptation iterations with a set target cost of 6, 000 degrees of freedom. This requires our adaptation
process to nearly double the number of elements in the mesh, for this reason we don’t run node optimization by itself.
We compare re-meshing with BAMG, our high-order edge primitive operation adaptation, and a combined approach
with edge primitive adaptation with node optimization at the end of each adaptation iteration. This case demonstrates
our ability to perform edge splits and collapses on curved elements while maintaining a valid curved mesh during the
entire process. With BAMG we re-curve the mesh using linear elasticity. We compare the solutions at each adaptation
iteration with a truth solution, contours shown in Figure 6b obtained from using BAMG with 50, 000 degrees of freedom.
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The final meshes after the 20 adaptations iterations finished are shown in Figure 7. Here we see the all adaptation

(a) BAMG (b) Edge Primitive (c) Combined

Fig. 7 Adapted meshes for transonic NACA 0012 case with Mach contours (0-1.6).

mechanisms adapt the leading edge, trailing edge and shock on the upper surface. BAMG does a better job capturing
the weak shock on the lower surface however, this does not significantly improve the output error. We see that edge
primitive operations alone leave a mesh with many sliver elements in regions where isotropic elements would be okay
leading to a lower quality mesh. Additionally, because there sliver elements are not in regions that are not as impactful
on the output degrees of freedom are being wasted. We see that when combining edge primitive operations with the
node movement the mesh looks much smoother and there are fewer sliver elements off of the airfoil. Again comparing
the quality at the last iteration between the edge primitive only and the combined approach we see that the minimum
quality improves from 0.09 to 0.25. We also see that the average quality improves from 0.77 to 0.87 and the number of
edges outside the quasi-unit range decreases from 161 to 76.

These mesh quality improvements lead to slightly better output convergence but due to the presence of shocks,
the coarse mesh, and the artificial-viscosity shock capturing the adaptations are noisy and are not monotonic. The
output convergence is shown in Figure 8. BAMG has the least noisy adaptation while the cases that use edge primitive
operations to adapt are much more noisy due to more discrete changes that lead to the shock jumping. However, here we
do see that we are able to get similar final output error as BAMG without having to re-curve the mesh each adaptation
iteration.

C. Viscous Laminar NACA 0012
The third case consists of viscous flow over a NACA 0012 airfoil at a Mach number of "∞ = 0.5, an angle of attack

of U = 2◦, and a Reynolds number of '4 = 5000. We use the same initial starting mesh as the previous case, shown in
Figure 6, with a ? = 2 solution approximation. Mach number contours for this case are shown in Figure 9.

We perform 20 adaptation iterations at a target cost of 15, 000 with drag on the airfoil as the target output. The
adaptation is again performed using global re-meshing with BAMG, our high-order edge primitive adaptation, and our
combined approach with edge primitive operations and node optimization. We look at the error in drag during each
adaptive iteration and compare it to a truth solution obtained by a solution with 50, 000 degrees of freedom. The final
meshes of the adaptation are shown in Figure 10

This case has some anisotropic elements with elements in each mesh with a maximum aspect ratioA ∼ O(100).
Looking at the meshes we see the similar trends as previous cases. The BAMG mesh targets the boundary layer and the
region outside the boundary layer around the airfoil consists of mostly isotropic elements with smooth size transitions
between them. The edge primitive only adaptation on the other hand still targets smaller and more anisotropic elements
in the boundary layer but has many sliver elements where BAMG has isotropic elements. The combined approach
achieves a mesh that looks very similar to the mesh produced by BAMG with mostly isotropic elements outside the
boundary layer. Looking at quality measures for the edge primitive only and the combined approach show that minimum
quality improves from 0.19 to 0.27 and the average quality improves from 0.82 to 0.86. The node optimization step also
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Fig. 8 Output error convergence for the inviscid NACA 0012 case.

Fig. 9 Mach contours for viscous NACA 0012 case (0-0.6).
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(a) BAMG (b) Edge Primitive (c) Combined

Fig. 10 Adapted meshes for laminar NACA 0012 case with Mach contours (0-0.6).

reduced the number of edges outside the quasi-unit range from 185 to 131. This case again shows that adding node
optimization provides a smoothing step that helps metric conformity and mesh quality.

The drag error convergence for the adaptation iterations is shown in Figure 11. Here we see a that BAMG provides
the best error convergence but our edge primitive adaptation is not far behind. Adding in node optimization at the end of
each adaptation iteration further reduces the drag and the error between the combined approach and BAMG is 0.04
drag counts. This shows promise for extending this method to three dimensions where mesh curving and metric based
re-meshing for complex geometries is a challenge.
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Fig. 11 Output error convergence for the laminar viscous NACA 0012 case.

D. Turbulent Transonic RAE 2822
The final test case is the RAE 2822 airfoil in transonic turbulent flow with a Mach number of "∞ = 0.734, angle of

attack of U = 2.79◦, and a Reynolds number of '4 = 6.5 × 106. We use the Spalart-Allmaras turbulence model [46]
and element-wise constant artificial-viscosity for shock capturing. The thin boundary layer in this test case requires
elements with an aspect ratioA ∼ O(104). We start with a cubic mesh, @ = 3, with 758 elements, shown in Figure 12,
and we use a solution order of ? = 2.
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(a) Initial mesh @ = 3 (758 elements) (b) Mach contours (0-1.4)

Fig. 12 Initial mesh and Mach contours for RAE 2822 case.

We target the drag on the airfoil as our output that drives the adaptation and perform 15 adaptation iterations at 8, 000,
16, 000, 24, 000, 32, 000, 48, 000, and 64, 000 degrees of freedom. In this case we do not use any node optimization
as the high levels of anisotropy proved too difficult for the global optimization problem. We therefore, only compare
global re-meshing with our high-order edge primitive adaptive strategy. The final adapted meshes at 8, 000, 32, 000, and
64, 000 degrees of freedom are shown in Figure 13.

Here we see that at 8, 000 degrees of freedom both cases are not able to capture the shock well due to most of the
degrees of freedom being put into the boundary layer. Additionally, the edge primitive mesh has many sliver elements
away from the airfoil which means more degrees of freedom are being wasted in this case. When increasing to 32, 000
degrees of freedom we see that the meshes begin to capture target and align with the shock. The BAMG mesh does a
much better job of this because again the edge primitive mesh has sliver elements that wastes degrees of freedom and
cannot put them along the shock. Nevertheless, this case is able to successful generate a valid curved mesh with highly
anisotropic elements in the boundary layer. At 64, 000 degrees of freedom we see both cases have highly anisotropic
elements in the boundary layer as well as aligned with the shock, and around the adjoint features around the leading
edge. We see both meshes have mostly isotropic elements away from the airfoil with the edge primitive mesh having
very few sliver elements. This is due to having more vertices in the mesh to specify the metric and therefore changes
between the metric across the edges are not as large.

The drag coefficient convergence for these cases are shown in Figure 14. The edge primitive and BAMG mesh at
64, 000 degrees of freedom only differ by 0.3 drag counts. This test case shows that our method is able to generate
highly anisotropic curved meshes with no re-curving. While the mesh does not align with all the flow features that the
BAMG meshes does drag prediction is quite close and more robust as we always have a valid curved mesh during the
adaptation process.

VIII. Conclusion
This paper presents a method for adapting high-order unstructured curved meshes using traditional edge splits and

collapses. Many previous works have focused on mesh adaptation for linear meshes and for high-order applications
re-curved the mesh by solving either solving an analogous physics based problem or an optimization problem. We
present a novel method for performing traditional edge primitive operations, in particular the edge collapse, for high-order
meshes. This process is able to reject operators that would create an invalid mesh and therefore the mesh stays curved
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(a) BAMG Ctgt = 8, 000 (b) BAMG Ctgt = 32, 000 (c) BAMG Ctgt = 64, 000

(d) Edge Primitive Ctgt = 8, 000 (e) Edge Primitive Ctgt = 32, 000 (f) Edge Primitive Ctgt = 64, 000

Fig. 13 Adapted meshes for laminar RAE 2822 case with Mach contours (0-1.4).
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Fig. 14 Initial mesh and Mach contours for RAE 2822 case.
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and representative of the true geometry during the entire adaptation process. By not having to re-curve the mesh after
each adaptation iteration, the adaptation process becomes more robust because there is always a valid mesh to solve
the primal and adjoint on and try the adaptation process again. We presented a variety of test cases and showed that
this adaptation process is able to generate valid curved meshes that are coarse or fine. Additionally, we demonstrated
the ability to generate highly anisotropic curved meshes, with aspect ratiosA ∼ O(103), which are necessary for
simulations at high Reynolds number. These meshes performed very similarly to meshes generated from an existing
metric based re-meshing software. We also showed for cases where lower anisotropy is required coupling with node
optimization significantly improved mesh quality and metric conformity. Future work will be to extend this method
to three dimensions and add swap operators to improve mesh quality. Additionally, this work only focused on linear
edge length, in the future we plan to combine this method with adaptation that moves the high-order nodes to control
discretization error.
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