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ABSTRACT

The purpose of the Center for Radiative Shock Hydrodynamics was to test methods that evaluate predictive
capabilities for modeling complex phenomena. The phenomenon of interest was a radiation hydrodynamics
experiment and the predictor was a multiphysics computer code. CRASH completed its primary objectives in the
experimental, numerical simulation, and predictive science facets of the project. These included an assessment
of the ability to predict the behavior of a complex system based on simulation data and measurements of simpler
systems. This manuscript summarizes key aspects of the project, focusing on the uncertainty quantification,
calibration, and solution verification methods that formed the foundation of the predictive science capabilities.
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1.0  INTRODUCTION

The overarching goal of the Predictive Science Academic Alliance Program (PSAAP) Center for Radiative
Shock Hydrodynamics (CRASH) project [1] was to use scientific methods to assess and improve the predictive
capability of a simulation code, based on a combination of physical and statistical analysis and experimental
data. The specific focus of the project was radiative shocks, which develop when shock waves become so fast
and hot that the radiation from the shocked matter dominates the energy transport. This in turn leads to changes
in the shock structure. Radiative shocks are challenging to simulate because they include phenomena on a
range of spatial and temporal scales and involve two types of nonlinear physics: hydrodynamics and radiation
transport. Even so, the range of physics involved is narrow enough that one can reasonably aspire to model all
of the physics with sufficient fidelity to reproduce the data.

To achieve its goal, the CRASH project relied on many computer simulations and a sequence of experiments
that culminated in a final set of “year 5 experiments meant to assess the developed predictive capability. These
experiments drove a radiative shock down an elliptical tube, while all of the experiments used to predict these
year 5 experiments had involved only cylindrical tubes.

In this summary, we present overviews of the CRASH experiment, of the computer codes written to sim-
ulate the experiment, of the uncertainty quantification methods developed to combine experimental data and
simulation results into a predictive capability, and of the solution verification techniques employed to assess the
accuracy of simulated outputs.

2.0 THE CRASH EXPERIMENT

The physical phenomenon at the heart of the CRASH project is radiation hydrodynamics. Shocks in a fluid
become radiative when they are strong enough to heat the fluid to temperatures at which the radiative energy
flux is comparable to the incoming material energy. That is, there is a point at which a shock becomes strong
enough that pure hydrodynamic considerations fail to predict the flow. As shown in Figure 1, hydrodynamic
shock relations tell us that radiative energy flux, which depends on post-shock temperature, scales at a much
faster rate with shock speed compared to the incoming material energy. If the shock structure were to not
change, for fast enough shock speeds, the shock would eventually be radiating more energy than it had available
from the incoming un-shocked flow! Therefore, to satisfy conservation of energy, the structure of the strong
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Figure 1: Energy balance in a shock. For low-to-moderate Mach number flows, the radiative energy flux is negligible. For strong
shocks in which the shock speed u is sufficiently large (60 km/s in the CRASH system), the radiative energy flux is on the same
order as the incoming material energy flux, which means that the unshocked flow “feels” the shock in the form of a radiative
precursor before the hydrodynamic shock actually hits.

shock has to change. Predicting this structure in systems with multiple materials and non-trivial geometries is
the science of interest in the CRASH project.

2.1 Overview

In the CRASH experiment, illustrated schematically in Figure 2(a), an approximately 3.8kJ laser of wavelength
0.35pm irradiates an approximately 20pm-thick beryllium disk for 1ns. This causes the beryllium to ablate
and generate a shock that accelerates the formed plasma to over 100 km/s. The front of this plasma drives a
shock through a xenon-filled polyimide (plastic) tube with an initial velocity of 200 km/s. After a shock of
this strength, the dense xenon region is hot enough to radiate photons ahead of the shock [2] and preheat the
unshocked xenon. Some of this radiation also heats the tube wall, which ablates the polyimide and creates
a wall shock [3]. Figure 2(b) identifies the key features of the system, and Figure 2(c) shows a radiograph
(obtained by measuring x-rays passing through the system) from one of the experiments.

Plastic shock tube

Be
disk Base experiment 2
o
Q8
600 um dia. tube 5"
Primary : ,
Shock ' Tube Wall
(a) Experimental setup (b) Schematic of flow structures (c) Observed radiograph

Figure 2: Baseline (simple) experiment: a 1ns 3.8kJ laser irradiates a beryllium (Be) disk that ablates and sends a shock down
a xenon (Xe) filled tube. Precursor radiation from the strong primary shock ablates the plastic wall of the tube causing oblique
wall shocks. The “grid” in the radiograph is made of gold and serves as a fiducial for measuring the position of the shock.

Although the experiment is small in size, it requires an enormous amount of laser energy and setup time in
the form of target construction and diagnostic preparation, making each shot an expensive undertaking. As a
result, only O(10) shots could be taken each year of the CRASH project.

Whereas experiments performed in the first there years of the CRASH project were all with the baseline
configuration in support of code/UQ development, calibration, and validation, the experiments performed in
years four and five of the project were new. As illustrated in Figure 3, the geometry of the plastic tube was
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modified to contain a nozzle over the length of which the diameter decreased by about half: in the year 4 ex-
periment the nozzle was isotropic/cylindrical, and in the year 5 experiment the nozzle was anisotropic/elliptical
with a final aspect ratio of 2.

2, e
s Nominal tube diskl  cylindrical nozzle tube
Laser|| 625 pm dia. Xe-filled tube Laser] 625 pm dia. tube

g

B B dia. section
€ e
Elliptical nozzle tube
i 625 x 1200
Side Views Side Views
(diameters are outer diameters) Rear Views (diameters are outer diameters) Rear Views

Figure 3: Schematic of the year 4 and 5 experiments in comparison to the baseline (nominal) experiments. The presence of a
nozzle and the change of the tube cross-section to elliptical increase the complexity of the flow and make the task of prediction
more challenging.

3.0 THE CRASH CODES

Several codes were written and used for the purpose of this project. Most significant among these was the
CRASH code [4-6], which solved the radiation hydrodynamics equations in one, two, or three dimensions
under various physics assumptions. Towards the end of the project, the CRASH code was outfitted with a laser
modeling package, meaning that the experiment could be simulated with one code from the start of the laser
shot. Prior to this, a separate laser deposition code, Hyades [7], was used in the first portion of the simulation,
although the Lagrangian material treatment in this code made it prone to element “bow ties” in two dimensions,
which had to be resolved manually and which prevented a large number of automated runs in support of the
uncertainty quantification and prediction studies.

3.1 CRASH Capabilities

The CRASH code developed for the project evolved into a radiation-hydrodynamics solver with a laser pack-
age. It supports one, two, and three spatial dimensions, dynamic adaptive mesh refinement (AMR), level set
treatment of multiple materials, self-consistent equations of state and opacities, multigroup-diffusion radiation
transport, electron physics and flux-limited electron heat conduction, and a laser package based on ray tracing.
Figure 4 shows sample solutions obtained from the CRASH code.

The CRASH code originated from a magnetohydrodynamics (MHD) solver used for space weather model-
ing at the University of Michigan, and it inherited that solver’s Eulerian hydrodynamics treatment on parallel
block-adaptive meshes. At its core, CRASH remains a finite volume solver with Riemann interface fluxes and
linear reconstruction with limiting. Material interfaces are evolved using level sets, where each cell is treated
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(a) Nominal tube: axisymmetric cut (b) Elliptical nozzle: perspective view

Figure 4: Sample simulation results for the baseline (nominal) cylindrical tube and the year-5 elliptical nozzle, obtained using
the CRASH code developed as part of the project. Colors in the figure on the right represent different materials, and the primary
shock is highlighted in black.

as containing a single material. Each time step of the solver involves a mixed explicit/implicit update in which
the diffusion and emission-absorption are evaluated implicitly via a preconditioned Newton-Krylov scheme.

3.2 Software Verification

As an extension of an existing large software framework, the CRASH code was programmed using best soft-
ware verification practices developed as part of the framework. This means that: (1) the code was version
controlled and maintained by a core team of developers; (2) new program functions and modules were im-
plemented with unit tests, which were executed as part of nightly tests for CRASH and its parent code; (3)
new code features/capabilities were implemented with verification tests that covered all aspects of the new
feature, including restart, grid convergence studies, and model-to-model comparisons; (4) compatibility and
reproducibility were checked nightly with compiles and runs on 9 different platforms/compilers on 1-4 cores;
(5) weekly scaling tests on 128 and 256 cores revealed software implementation issues and confirmed result
independence of the number of cores.

3.3 Manufactured Solutions

To verify if an implementation of a discretization is correct, the CRASH project used both analytical solutions
and the method of manufactured solutions. The latter is necessary due to the difficulties in finding analytical
test cases that fully stress the equations of radiative hydrodynamics. True to its name, this method lets us “make
up” a solution, uMS. Now, this made-up solution will generally not satisfy the original equations, PDE(u), but
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it will satisfy the altered equation

PDE(u) — PDE(u™®) = 0. )

sMs

So, to test our discretization of the PDE, we have to discretize an additional known source term, sMS. Once we
have this, we can run a simulation on an arbitrary domain with Dirichlet boundary conditions, uMs (Z), and test
how close the resulting solution is to the chosen exact solution. Based on interpolation theory, we expect the
error between the discrete solution and uM® to converge as h?*! for a characteristic mesh size h.

One simple manufactured solution equation is a sinusoidal variation of state components: w; = a; +
bi sin(c;z + d;y + ejz + fit) for state component i. Figure 5 shows an example of using such a manufactured
solution to test a discontinuous Galerkin finite element discretization of the gray-P1 radiation hydrodynamics
equations. In this case, the problem is steady and two-dimensional, so e; = f; = 0. The other parameters
a;, bi, c;, d; are O(1) and chosen randomly. In the convergence plots, we see that the continuous Ly error norms

~ 2

L2 Error norm

-8 L L L L L L L L L
10 0 0.2 0.4 0.6 0.8 1 1.2 14 1.6 1.8 2
log(h,/h)

(a) Energy component of u™S (b) Error convergence

Figure 5: Manufactured solution tests for a discontinuous Galerkin finite element discretization of the steady two-dimensional
gray-P1 radiation hydrodynamics equations, using spatial order p. Errors shown are continuous Ls norms between the discrete
solution and the exact manufactured solution, uMS. Note that optimal order p + 1 convergence rates are attained for all runs.

in the discrete solutions decrease at the expected rates of p 4+ 1. This demonstrates a successful verification of
the discretization via a manufactured solution.

4.0 PREDICTIVE SCIENCE

The primary goal of the CRASH project was to demonstrate the capability of a numerical simulation code to
predict radiative shock behavior in an unexplored region of the experimental space: ultimately the elliptical
nozzle tube in the fifth-year experiment. The prediction was not blind to experimental data: experiments
conducted in a different region of the input space were combined with simulations for the purpose of calibration.
Towards this end goal, the CRASH project employed both sensitivity studies, to assess important parameters
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in the physical system, and predictive model construction, to assess the probability distribution functions of
both physical parameters and experimental outputs. This section presents key developments and results in these
areas.

4.1 Inputs, Parameters, and Qutputs

In our uncertainty quantification studies, we distinguish between inputs, parameters, and outputs, as follows:

e x = vector of inputs, which are defined as quantities that are directly controllable or measurable in the
experiments. These include quantities such as beryllium disk thickness, tube diameter, laser energy,
Xenon gas pressure, etc.

e O = vector of parameters, which are defined as quantities appearing in the equations used to model the
physics of the experiments, but which are not directly controllable or measurable in the experiments.
These include material properties such as opacities and specific heat ratios. We also refer to 0 as calibra-
tion parameters as some of these quantities must be inferred from experimental data in addition to prior
information.

e y = vector of outputs, which are defined as quantities of interest measured in the experiments and in the
simulations. Sample outputs include shock location, time of shock breakout from the beryllium disk,
wall shock angles, amount of entrained xenon, etc.

The outputs y are the quantities that we would like to predict and that let us calibrate our parameters.
Care must be exercised when defining these outputs. For example, an output defined as the point value of
temperature at some location close to the shock might not be useful as it would be obscured in the experiments
by noise in the radiograph, and in the numerical simulations it would be very sensitive to slight perturbations
in the shock location. Because of the considerable variability in the flow and radiation structures in our system,
both in physical experiments and in simulations, we developed a set of integrated metrics that are less sensitive
to interface details. These metrics provide, in an integral form, the fundamental information given by the
radiographs: how much dense xenon there is, where is it located, and how much is flowing near the edges.
Within a fixed window, shown in Figure 6, we extract a set of metrics that are then calculated by post-processing
pixels from the experimental or simulated radiographs.

Area of dense Xe

Fixed window . Centroid of dense Xe

Figure 6: Examples of integrated metrics used as outputs in the experiments and simulations.
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4.2 A Sensitivity Study

For much of the project duration, the CRASH code was initialized with outputs from the Hyades code. In order
to have a calibrated initial condition modeling the laser irradiation phase of the experiment, we needed to assess
the uncertainties associated with Hyades to gain a full understanding of the uncertainties in CRASH. One of
the first uncertainty studies in the project was therefore of the Hyades code, specifically the one-dimensional
version as this permitted automated runs with quick turnaround time. The results of this study provided evidence
of the importance of different parameters within the code and were used to direct future studies.

In the sensitivity study, a 15-dimensional parameter space-filling Latin hypercube distribution was designed
with a total of 512 runs with Hyades. The parameter list encompassed both inputs, such as the laser energy and
the gas density, as well as physical and numerical code parameters, such as the xenon gamma (ratio of specific
heats) and the mesh resolution. The experimental parameters were varied over a range defined by estimates of
the variances from the experiments carried out at the Omega laser facility. The ranges of the code parameters
were determined by expert-informed analysis of sensible ranges for each variable.

Field variables from ten locations in the simulated flows at 1.3 ns were collected into a large dataset used
for sensitivity analysis and uncertainty quantification. The choice for the ten locations was motivated by what
features would be important to develop a physics-informed emulator for the 1D code. This emulator was then
used for the sensitivity study. Specifically, global sensitivities were evaluated by functional fitting of the field
data with flexible regression methods (multivariate adaptive regression splines [8]) followed by random permu-
tations of each input and computation of average RMS change over such permutations. Using this technique
we were able to determine which inputs had the most significant effect on the response surface. These results
are plotted in an influence plot in Figure 7 to show those inputs that have the largest global influence on the
outputs. Results of the sensitivity study drew attention to several variables that deserved more attention. For

% RMS Change for Shock Location at 13 ns

30
25 I_I
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.

g

CHF I AT IS SIS
&$° QQ .\.@

Figure 7: Influence plot from a study of the sensitivity of the shock location output to perturbations in fifteen different inputs,
when using the one-dimensional Hyades code. The plot shows that the shock location is most strongly affected by three physical
variables: beryllium thickness, gamma, and laser energy; and by two code variables: the number of zones used (Ng.) and the
heat-conduction flux limiter.

example, after this study, we found from a literature review that the range used for the flux limiter variable was
too large. Conversely, many of the other variables exhibiting low sensitivities (and for which the ranges were
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deemed appropriate) could be neglected for later sensitivity and prediction studies.

4.3 Combining Data from Simulations and Experiments

Demonstrating predictive capability means making predictions in a new region of input space in which no prior
experiments have been made. That is, using the simulation codes, we effectively extrapolate capabilities from
one region of input space to another, ideally holding physics constant. To do this, we need to make use of all
available information, which include simulations and experiments.

Our approach to combining numerical simulations and experimental data is based on that of Kennedy and
O’Hagan [9], briefly reviewed here. Let y be the output of interest. First, suppose we have output values from
ng runs of our computer code, each with different inputs. We denote these simulation (s) data as ys ; and in
anticipation of modeling the code, we write

Ysj = N(xj,t5), j=1...n. 2)

In this expression, x; and t; are, respectively, the vectors of inputs and calibration parameters used in the
j® code run. We use t instead of @ for the calibration parameters in order to reserve the notation @ for
the true values of the calibration parameters, which are assumed unknown. Now, suppose we also have n

“field”/experimental measurements of the output. We write these as
yri =n(xq,0) +6(x;) + €&, i=1...ny, 3)

where 4(-) is a model inadequacy or discrepancy function, and ¢; is the observation error in the i™ experimental
measurement. Both 7(-, -) and 0(+) are modeled as Gaussian processes, with a chosen covariance structure and
prior distribution. Posterior distributions for the calibration parameters and outputs are then constructed by
Markov-chain Monte-Carlo (MCMC) [10] sampling using a likelihood function of the form

L(y|0,p,p) o< =, 2 exp {~(y — )2, (y — w) }, )
where y = (y7, y?)T is a concatenation of the simulated and experimentally-observed output vectors, p is a
constant mean function, and X, is a covariance matrix that depends on the correlation parameters in p.

4.4 Predicting Shock Location

In the CRASH experiment, the shock begins in the beryllium metal disk after the disk is irradiated by the laser,
which is on for about 1ns. The shock breaks out of this disk about 400ps after the start of the laser pulse, and
continues down the Xe-filled tube. One of our first predictive studies was to predict the location of the primary
shock, using two of the codes, Hyades and CRASH. Hyades models the laser-plasma interaction and can predict
the shock breakout time and the state of the system at 1.1 ns after the initiation of the laser pulse. The CRASH
code, when initialized with this state at 1.1 ns, can predict the shock location at later times. The shock location
can also be observed in experiments at observation times from 13ns to 26ns.

In the present case, we base the prediction on two experimental data sets: shock break-out time data and
shock location data at 13ns, 14ns, and 16ns. Our interest is to predict the shock location at two later times, 20ns
and 26ns. These predictions are then compared to experimental data to assess our capabilities in making the
predictions. To do this, we define rwo models, as described next.

First, we construct a model for shock breakout time (BOT) that combines data from 1024 numerical simu-
lations using the Hyades code with experimental measurements of the actual breakout time. This model is of
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the form described in Section 4.3, where x consists of four input variables and 8 consists of two calibration
parameters. An MCMC sampling produces posterior distributions for the calibration parameters and for the
parameters of the Gaussian-process models.

Looking at the posterior for the discrepancy function, §(x), gives us some insight about the usefulness of
our model. If the discrepancy function is significant relative to measurement error, we would say call our model
fitting process “tuning” to the data. On the other hand, if the discrepancy is small, then we have more confidence
that our model fitting is a form of calibration. Figure 8, on the right, shows a leave-one-out prediction study of
the shock breakout time using our model. The magnitude of the discrepancy term for the breakout time model

4 Tuning on SL Calibration on BOT
€3 = ©
£ ) O . _ g_ 4 O ] ]
= 3
Ulw 1 =

'—
0 L Q 2
& E oS 0 J

& & 5 L . Discrepancy is

SN & @ Discrepancy mall
C)\@ & &° ]

NS Meas. error

Figure 8: Tuning versus calibration for a shock prediction study. The full set of simulations (green), a single measurement
to predict (open circle), calibrated code predictions (blue), discrepancy (pink) compared to measurement error (black), and the
prediction of the measurement. All ranges shown are 95% prediction intervals.

is small relative to the measurement error, and hence we proceed by using this model for calibration of the 6.
Note, on the left, the figure also shows the results of a similar model constructed using the shock location at
13ns to 16ns as the data, and in this case the discrepancy is large relative to the measurement error meaning that
we would not want to use this model for calibration.

After calibration on breakout time, we have posterior distributions for the two parameters in 8. We use
these posteriors to construct another model, this time for the shock location at times of 16ns and less (where
we have experimental data). Note, this does not include the shock location at 20ns or 26ns, which we are
striving to predict. The model for the shock location is similar to that described in Section 4.3, except that 6
is no longer treated as a calibration parameter but instead a known “experimental” parameter drawn from the
posterior distribution obtained from the previous breakout-time calibration step. In this model, the inputs x
are also drawn from distributions that represent the known uncertainties in the experimental parameters. This
second model is used to construct the Gaussian-process emulator and discrepancy, and the discrepancy can be
analyzed to identify defects in the model. Since calibration occurs in a separate previous step, calibration of the
0 is not masking errors in the predicted shock location. The results show that this model tends to under-predict
the shock location.

The final task is prediction. For this, we use the second model (for the shock location) to predict the shock at
20ns and 26ns. Since 0, and the Gaussian process modeling parameters (ut, p) exist as posterior distributions,
the prediction is inherently statistical. That is, we propagate the uncertainties to the shock location outputs
at 20ns and 26ns through sampling. Figure 9 shows the result of this sampling. Note that the discrepancy
term is relatively large because we are extrapolating to a new region of input space. The uncertainty in the
emulator is smaller because there were simulation data in this region. Comparisons with actual experimental
measurements at 20ns and 26ns show that even the smaller predictive interval from the emulator alone contains
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Figure 9: Results of applying the calibrated shock-location model for predicting new observations at 20ns and 26ns in advance
of knowing the data. The red predictive interval is that due to propagating uncertainties in 8 and x through the simulator, and
the uncertainties in the parameters entering into the Gaussian-process emulator 7(-, -). In contrast, the blue predictive interval
includes the uncertainty due to the discrepancy, which is large because it has been extrapolated from the 13-16ns range out to
20ns and 26ns.

the actual measurements. The median values from the predictions, 2750 microns at 20ns and 3200 microns
at 26ns compare well with the experimental measurements of 2741 £ 70 microns and 3442 £ 30 microns,
respectively.

4.5 A Multi-Fidelity Predictive Model

Section 4.3 presented an approach to combining simulations with experimental data, in the process calibrating
parameters that could then be used for prediction. However, in the CRASH project, this modeling becomes
more intricate because multiple simulation codes may be used. For example, the simulation could be done in
one, two, or three dimensions, each of varying fidelity. In addition, the simulation codes could use different
physics, so that the calibration parameters need not be the same between the codes. In this subsection we
present a joint modeling approach developed to address this situation. Further details on this approach can be
found in [11].

Consider a case where we have two simulation codes, 1 and 2, where code 1 is of lower fidelity than code
2. This usually means we can afford to run more simulations of code 1 but that the runs of code 2 will be
more accurate. The codes share a vector of calibration parameters @, but in addition to these, code 1 also uses a
vector 0 of its own calibration parameters, while code 2 uses a vector 05 of its own calibration parameters. Our
approach to multi-fidelity modeling is to calibrate the first computer code to the second one (of higher fidelity)
and then to model the experimental observations using the simulator of higher fidelity. That is, we write:

Low-fidelity code outputs: y1; = ni(xj,t5,t1;), j=1...n4, %)
High-fidelity code outputs: ya2 5, = n2(Xp, ti, to k), k=1...ns, 6)
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where again we use t in place of 6 to distinguish between code inputs and true values of the calibration pa-
rameters. Calibrating the low-fidelity code to the high-fidelity code means writing outputs of the latter as a
discrepancy-adjusted version of outputs of the former,

Yok = T (Xg, tg, 01) + 01552(Xk, tr, to k), E=1...no (7

where 01_,9(+, -, -) represents the systematic difference between the partially-calibrated low-fidelity model and
the high-fidelity code. This discrepancy term includes t; and t2 ;, because these can be modified in the high-
fidelity code. Note the use of 8 in the first term amounts to partially calibrating the model of the first computer
code to outputs of the second computer code. We now model the experimental measurements using the high-
fidelity code,

yri = n2(x;,0;,02) + 0(x;) + €, i=1...ny. €))

The next step is similar to the single-code case: we model the code outputs, 7 (-, -, ) and 72(:, -, ), and the
discrepancies d12(-, -, -) and d(+), as Gaussian processes with parametrized covariance structures. We then
take many MCMC samples to jointly fit all of the outputs (low/high fidelity codes and the experiments) by
varying all of the inputs and calibration parameters. As priors, we use inverted gamma distributions for the
variance components (appearing in front of the covariance expressions), beta distributions for the correlation
parameters, and log-normal distributions for the calibration parameters.

4.6 Predicting Shock Breakout Time

Consider again the shock break-out time discussed in Section 4.4. Suppose we want to construct a predictive
model for this breakout time using two simulation codes: (1) a one-dimensional version of CRASH; and (2) a
two-dimensional version of CRASH. The latter is able to resolve more processes and interactions and hence is
expected to be more accurate. Of course, it is also more expensive.

Two design/input variables are used in this prediction study: the beryllium disk thickness, 1, and the laser
energy, x2. The electron flux limiter is the common calibration parameter; the 1D-CRASH code also requires
a laser energy scale factor (that 2D-CRASH does not), while the 2D-CRASH code also requires the beryllium
ratio of specific heats and a wall opacity scale factor (not required by 1D-CRASH). All inputs are scaled to the
unit interval before the fitting.

We have n; = 365 simulations of 1D-CRASH, no = 104 simulations of 2D-CRASH, and 8 experimental
measurements of the break-out time. Using the joint calibration model discussed in the previous subsection,
10,000 MCMC simulations (minus the first 2000 to remove burn-in) yield posterior distributions of the cali-
bration parameters. To test the predictive capability of the calibrated joint model, we perform a leave-one-out
study in which we remove one of the experimental observations, construct the model, and use this model to
predict the removed observation. Figure 10 shows the result of this study. The tuned prediction range (95%
confidence interval) contains the measurement in a reasonably tight range.

4.7 Predicting the Fifth Year Experiment

As shown in Figure 3, the fifth year experiment consisted of an elliptical tube with a nozzle connecting the tube
to a circular initial section. Predicting outputs such as shock location in this geometry was one of the critical
aspects of the predictive capability assessment.

The statistical model for this predictive task is again constructed using simulations and experiments, The
experiments used are those from the 2008 and 2010 experiments. All of the 2008 experiments, and all but three
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Figure 10: Prediction of shock breakout time using experimental data and simulations at two different levels of fidelity (1D-
CRASH and 2D-CRASH).

of the 2010 experiments, were performed on circular shock tubes with a small diameter (approximately 575
microns). Three of the 2010 experiments used circular tubes with a diameter of 1150 microns. The 2012, fifth
year, experiments to be predicted have an elliptical shaped tube and a nozzle at the front of the tube. We had two
observations with a nozzle on circular tubes, but none with an elliptical tube. Thus, there are no observations in
the regime (elliptical tube) where the predictions are to be made. The defining feature that captures the shape
of the tube is the aspect ratio, defined as the ratio of the major-axis diameter to the minor-axis diameter.

The code runs arise from two separate simulation suites - run-sets 12 and 13 (RS12 and RS13). Run set
12 consists of 128 CRASH-2D simulations of the baseline experiment. Run set 13 consists of 80 CRASH-3D
simulations on the full year-5 experimental geometry. The inputs for each run set and the ranges explored are
shown in Table 1. Notice that several of the inputs are held constant in RS12 and RS13. In particular, the
energy flux limiter is held constant in RS13 because the outputs were found to be relatively insensitive to this
input in earlier studies, so that the only calibration parameter to be estimated is the energy scale factor. The
inputs for a sample of 428 simulations from RS12 and RS13, the 2008 and 2010 experiments, and the fifth
year experiments are shown in Figure 11. These plots show that the 2008 and 2010 experiments (red circles)
fall within the input region covered by the simulations. However, the fifth year experiment (light blue circles)
is clearly an extrapolation in the aspect ratio. That is, the aspect ratio of the experiments used for the model
construction is equal to one, but the aspect ratio in the fifth year prediction experiment is two.

We construct a predictive model using the approach outlined in Section 4.3. To gain insight into which
inputs x and parameters € are important in the Gaussian-process emulator, 7(x, @), we visualize the emulator
response as a function of each individual input/parameter by marginalizing over the other inputs/parameters.
This is shown in Figure 12. Note that the output is fairly insensitive to several of the inputs governing the tube
geometry, which the exception of tube diameter which is quite active. In general, the model appears insensitive
to outputs in which no extrapolation is required.

Once the model is available, we sample outputs for the predictive case using the following procedure:

1. Sample the inputs x using prior information and the calibration parameters for the statistical model using
the posteriors available from the constructed models.

2. Use the sampled inputs and parameters to evaluate the Gaussian-process emulator output, 7(x, 6).
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at a specific time, from data used for constructing the predictive model of the year-5 experiment.
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Table 1: Inputs and associated distributions for run sets 12 and 13, used for the construction of the model in the year-5

experiment prediction.

Design variables
Input | Rs12 | RSs13
Be thickness (microns) [18,22] 21
Laser energy (J) [3600,3990]
Effective laser energy (J1)* [2156.4,4060]
Xe fill pressure (atm) [1.100,1.2032] | [0.852,1.46]
Tube diameter (microns) 575 [575,1150]
Taper length (microns) 500 [460,540]
Nozzle length (microns) 500 [400,600]
Aspect ratio (microns) 1 [1,2]
Calibration parameters
Input | Rs12 | RSI3
Electron flux limiter [0.04, 0.10] 0.06
Energy scale factor [0.40,1.10] [0.60,1.00]
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Figure 12: Marginalized sensitivities of the Gaussian-process emulator, 7(x, 8), of the simulations, calibrated for predicting the

fifth-year experiment.
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3. Use the sampled inputs to estimate the discrepancy, 0(x), and add this to the prediction.
4. Sample a value for the observation error and add it to the prediction.

These steps are repeated many times in order to build up a posterior distribution for the output of interest, y,
which is the shock location at a fixed time. We can also look at the entire shock trajectories versus time, and
Figure 13 shows some of the sampled trajectories together with 95% prediction intervals and the experimental
measurements (that went into building the predictive model). Note that each of the experimental measurements
lies within the 95% prediction intervals, which lends come credibility to the predictive model.
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Figure 13: Posterior prediction intervals at the nominal settings for shock location versus time viewed along the minor axis,
obtained from the model constructed to predict the year-5 experiment. Gray curves show a sample of predicted trajectories at
different input settings, green curves are 95% prediction intervals incorporating parameter and input uncertainty, black curves
form 95% prediction intervals incorporating parameter and input uncertainty, discrepancy variation and observational uncer-
tainty, and the circles are the experimental observations from the 2008 and 2010 experiments.

The last frame in Figure 13 shows the predicted trajectories for the year-5 experiment, which is an extrap-
olation in the aspect ratio. The same trajectories are repeated in Figure 14, together with the actual year 5
experimental measurements. This figure shows that the model slightly under-predicts the shock location. In
other words, the majority of the shock location observations in the experiments lie above the prediction intervals
specified in our constructed model. We did not obtain a conclusive explanation for this under-prediction, but our
best hypothesis is that this is due to our diffusive radiation transport model getting the wall heating wrong in the
case of a tube with an elliptical cross-section, due to a difference in the solid angle along the major and minor
axes. That is, our predictive capability relies on the physics “carrying-over” from the calibration experiments
to the prediction experiments, but in this case a model (diffusive radiation transport) that was appropriate for

2-16 STO-AVT-235 - Uncertainty Quantification



NATO

OTAN Quantifying Uncertainties in Radiation Hydrodynamics Models

4000

3500

3000

2500

shock location (um)

2000 - -

time (ns)

Figure 14: Posterior prediction intervals and actual measurements for the year 5 experiment. The color code for the simulated
shock trajectories is the same as in Figure 13.

the circular tube may not have been as applicable to the elliptical tube. Nevertheless, the predictive model still
does a decent job: differences in the prediction are roughly on the order of the experimental variability.

5.0 SOLUTION VERIFICATION AND ADAPTATION

Numerical errors due to insufficient spatial and temporal mesh resolution can affect results, often in seemingly
subtle but significant ways. The latter point is especially true for convection-dominated flows, which include
radiation hydrodynamics. One of our goals in the CRASH project was to quantify the effect of these numerical
errors and to reduce them through mesh adaptation. This section describes some of our work in this regard.

5.1 CRASH Code Convergence

In this subsection we summarize solution verification efforts using the CRASH code, which consist primarily
of grid refinement convergence studies.

5.1.1 A Shock-Tube Problem

As a first convergence study, we consider the one-dimensional shock-tube problem illustrated in Figure 15. The
governing equations are compressible Euler with a gray-P1 radiation transport model [12],

?;; +V-F(u) +S(u) =0, ©)

—

1T -
where the state vector is u = [p, pu, pE, E,, FT} , the flux is F [pf}’, pUv + pd, pvH, F, %E,né , and the

source is S = |0, S, S, —8S, —§m} T, with S, = —o; (—1/7—1— qﬁ%), S = —oyc <q5 1) g>, ¢ =aT*—E,,
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Figure 15: Setup for a one-dimensional shock tube problem in which we apply output-based error estimation to predict a scalar
point-density output at the end of a certain time horizon.

and 1/7 = % — %Erg . Since the problem is one-dimensional the spatial vectors (e.g. ©)) become scalars.

In the present shock tube simulation, F, and ﬁr are initially set to their equilibrium values, F, = a,T?,
F. = %Erﬁ, and the remaining parameters are v = %, a, = 44.93, ¢ = 100. The time range for the simulation
is t € [0,0.01], and the output of interest is the density at the final time and at one point in space, © = .30825
chosen to be inside the shock structure.

The shock-tube problem was run using the CRASH code for the case oy = 0. Figure 16 shows how the
density profile changes with spatial mesh resolution. Note that the time step changes proportionately with the
mesh spacing to maintain a constant Courant-Friedrichs-Lewy (CFL) number.

The error bars in Figure 16 come from a “grid convergence index” (GCI) calculation [13], which is based
on an asymptotic regime assumption. Specifically, if the solution is in an asymptotic regime, we expect outputs
to converge as

Yh = Yexact T Chp, (10)

where h is the mesh spacing, y;, is the output on a discretization with spacing h, C'is a problem/output depen-
dent constant, and p is the order of convergence (assumed or measured with Richardson extrapolation). Given
solutions at two refinement levels, h and H, we can use (10) to eliminate C' in an expression for the output
error,

W —HP  Ch?P—CHP  y,—yn

Yn
— Yexact — ChP = Ch? = = = GCI=. 11
Yh ™ Yexact W —HP  1— (H/hp  1— (H/h)P F, an

That is, the grid convergence index is a measure of the solution error relative to y; and includes a “factor of
safety” F (typically 1-3) intended to mitigate the risk of underestimating the error. Error bars can then be drawn
at £GClyy, around the output value yp,. As shown in Figure 16 the error bars decrease with mesh refinement
(although this decrease is not always monotonic) indicating an approach to a converged solution.
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Figure 16: Density profiles and point output convergence for various spatial mesh resolutions in a CRASH simulation of the
one-dimensional shock-tube problem. Error bars in the figure on the right are estimates obtained using a grid convergence index
(GCI) with Fs = 3.

5.1.2 The CRASH Problem

Turning now to the one-dimensional CRASH problem (laser/beryllium driven shock in xenon), we perform a
similar grid convergence study. Figure 17 shows how the density profile at a time of 26ns changes with grid
resolution. Note the non-monotonic behavior of the density peaks with respect to grid resolution.

Finally, we present the results of a convergence study for the two-dimensional CRASH problem. Figure 19
shows the density field variable at one simulation time snapshot for a sequence of mesh refinements. As shown,
increased mesh resolution uncovers new flow structures and significant changes occur even between the last
two mesh resolutions, which are already at a refinement level that could not be extended to three dimensions.
This lack of convergence is likely caused by a combination of the same issues preventing one-dimensional
convergence and multi-dimensional hydrodynamic instabilities due to the use of an inviscid (compressible
Euler) model for a system with nonzero physical viscosity. Further work is therefore required in the physical
modeling aspects of this problem to observe convergence. Nevertheless, the variations between the shock
location results on the different meshes are still quite small: 100um is below the experimental variability.

5.2 Output-Based Error Estimation and Mesh Adaptation

On a parallel track with the core CRASH code effort, we investigated the applicability of output-based error
estimation and adaptation [14] methods to unsteady radiation hydrodynamics solutions. These methods not only
quantify the numerical error in scalar outputs of interest but also drive adaptive refinement of both the spatial
and the temporal discretizations, with the goal of improving output accuracy. In other applications, in particular
external aerodynamics [15, 16], we have observed large benefits in total degrees of freedom and computational
time when using output-based adaptive indicators compared to uniform refinement and to heuristic indicators.
The implication is that in these problems, resolution over the entire domain is not necessary to predict the
desired quantities, and that the identification of the important regions of the domain is not straightforward. In
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Figure 17: Convergence study of the one-dimensional CRASH problem, using the CRASH code. Density profiles for five lowest
grid resolutions show a different trend (density peak moves to right and increases in height with mesh resolution) compared
to the density profiles for the four highest grid resolutions (density peak moves to left and decreases in height with mesh
resolution).
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Figure 18: Convergence of shock location and post-shock density in the one-dimensional CRASH problem, using the CRASH
code. Monotonic convergence with respect to mesh resolution is not observed, and the outputs continue to vary even at the
finest meshes which have over 10,000 mesh points. The reason for the lack of convergence is not precisely known, but several
factors could be involved: the multigroup radiation model, the material level sets, and/or discontinuities due to strong radiative
shocks.
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Figure 19: A visual assessment of the convergence of the density field variable under uniform mesh refinement for the two-
dimensional CRASH problem. The shock location and morphology change significantly with grid resolution (e.g 50um for the
shock location), and these changes are not monotonic.

this section we show a similar potential exists for radiation hydrodynamics simulations.

The target problem for the output-based adaptation studies is still the one-dimensional shock-tube presented
in Section 5.1.1, and the equations remain compressible Euler with a gray-P1 radiation treatment. One differ-
ence is that we now set oy = 100, which has the effect of smoothing out the density profile. The time range
for the simulation remains ¢ € [0, 0.01], and the output of interest remains the density at the final time and at
x = .30825, which is still inside the shock structure.

Instead of using the CRASH code, we now solve (9) with a discontinuous Galerkin finite element method
of order p in space and order 7 in time. p = 0 is used to improve robustness in the vicinity of the strong shocks,
while 7 = 1 is used for the temporal order. The discrete residuals associated with the space-time discretization
can be written as

R(U,x) =0, (12)

where U € RY is the state vector over all of the time nodes, R. € R¥ is the unsteady residual vector at all of the
time nodes, NNV is the total number of unknowns in space and time, and x is a vector of input parameters. Note,
in a finite element method in time, “time nodes” actually correspond to temporal basis functions, for which the
states are the coefficients and from which the residuals are obtained via the method of weighted residuals.

5.2.1 The Discrete Adjoint

We are interested in a scalar output, ¢, computed from the solution to the PDE,

y = yU). (13)
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The discrete adjoint, ¥ € RY, is a vector of sensitivities of the output to the N residuals. That is, each entry
of the adjoint tells us the effect that a perturbation in the same entry in the residual vector would have on the
output y. Figure 20 provides an illustration of the adjoint solution for the present shock-tube problem.
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Figure 20: Two components of the adjoint solution for the point output targeted in the unsteady, one-dimensional, radiation-
hydrodynamics shock-tube problem. Note the opposite temporal trend as compared to the primal solution: the adjoint spreads
out for earlier simulation times, as it indicates locations at which residual sources affect the output.

One common source of residual perturbations is changes in input parameters for a problem, and so we
ground the adjoint presentation in the context of a local sensitivity analysis. Consider a situation in which p,
parameters, x € RP=_ affect the PDE according to the following chain of dependence,

x - R(U,x) =0 — U — y(U). (14)
We are interested in how y changes (locally for nonlinear problems) with x,

dy

T € R*Pe — p. sensitivities. (15)
X

Note, if y depends directly on x we would add g—f{ to the above sensitivity, but for clarity of presentation we
consider only the case when y = y(U). To compute the above sensitivities, we could use finite differencing
or forward linearization, but these calculations become expensive when p, is moderate or large because of
the need to re-solve the system for each parameter. An alternative is the adjoint approach, which requires an
inexpensive residual perturbation calculation followed by an adjoint weighting to compute the effect on the

output. That is, we write
dy rOR
= =’ — 16
dx 0x (16)

This approach is efficient for computing a large number of sensitivities for one output, as the cost after comput-
ing the output adjoint is one residual perturbation calculation and one vector product per sensitivity.
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To derive an equation for the adjoint, we consider adding a residual perturbation, {R = %—Eéx to the

left-hand side of (12). Linearizing the equation, we can solve for the corresponding state perturbation, §U =
— [g—%] “'5R. Also linearizing the output, we now have

dy gy [oR] ™!
oy=—=0U=——=|—| JR. 17
Ty aU [au} 17
——
vl c RN
Taking the transpose of the equation ¥7 = —g—% [g—%] ~and moving everything to the left-hand side gives the

adjoint equation,

OR\ T oy \ "
(w) x1r+(myj> —0. (18)

Due to the transpose on the unsteady Jacobian matrix, the adjoint system is most easily solved by marching
backwards in time, as indicated in Figure 21,

Primal unsteady Jacobian Adjoint unsteady Jacobian
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Figure 21: lllustration of the primal and adjoint unsteady residual Jacobians for a backward Euler temporal discretization (x =
block of spatial unknowns). The structure of the primal Jacobian makes forward substitution the natural choice for solving the
primal system, whereas the adjoint system is most easily solved using backward substitution.

Finally, although we have focused on a parameter sensitivity analysis, we will see in the next section that
residual perturbations also arise when discrete solutions are viewed from an enriched space, which motivates
the use of adjoint solutions in output error estimation.

5.2.2 Output Error Estimation

Without access to infinite resolution, estimating the true numerical error in an output is practically out of reach
for general nonlinear problems. We therefore resign ourselves to estimating the output error between two finite-
dimensional spaces: a coarse approximation space (subscript ) on which we calculate the state and output,
and a fine space (subscript h) relative to which we estimate the error,

coarse space: — Ry(Ug) =0 — Uy —  yg(Ug)
N — S~~~ N——
Npg equations state € RVH output (scalar)

fine space: — R, (Up) =0 — Uy, = yn(Up)
—— ~ ~——

output (scalar)

Ny, equations  gtate € RV»
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We would like to measure the output error in the coarse solution relative to the fine space,
output error: §y = yu(Up) — yp(Up). (19)

The fine space is typically constructed by uniformly refining the discretization or by increasing the approxi-
mation order. For example, in the present unsteady studies, we use approximation order increase: p — p + 1,
r — r + 1. We assume that the fine approximation space contains the coarse approximation space, so that the
following lossless state injection, UhH , 18 possible, UhH = I{L{ Uy, where IhH is the coarse-to-fine state injection
(prolongation) operator. On the fine space, the exact solution Uy, € R™V» would give us zero fine-space residu-
als, but the state injected from the coarse space will generally not be the fine space solution and hence will not
give us zero fine-space residuals, Rh(UhH ) # 0. Instead, the injected coarse state solves a perturbed fine-space
problem, in which the left-hand-side residual perturbation is dR}, = —Rh(UhH ) # 0. The fine-space adjoint,
W, tells us to expect an output perturbation given by the inner product between the adjoint and the residual
perturbation,

yr (U — yn(Uy) = UL6R, = — W R, (UL). (20)

oy

This derivation assumes small perturbations in U and R when the output or equations are nonlinear, and that
yr(Un) = yn(UH), which is true if the output definition does not change between the coarse and fine spaces.
In summary, we have

oy ~ —WIR, (UM, Q1)

Note that this error estimate does not require the fine-space primal solution, Uy,.

The error estimate in (21) uses the adjoint on the fine space, ¥;. Obtaining W, requires solving a larger
system compared to the primal, but this system is linear. If the size of the adjoint system makes such a solve
impractical, approximations such as reconstruction or cheap iterative smoothing are possible.

5.2.3 Space-Time Mesh Adaptation

The output error estimate derived in the previous section provides error bars on quantities of interest from nu-
merical simulations. However, the benefit of these estimates extends beyond the error bars. Because the output
error estimate takes the form of a weighted residual, and because local mesh refinement decreases residuals, the
error estimate provides a means of targeting for refinement areas of the computational domain that give rise to
the output error. This is the key idea of output-based mesh adaptation.

The adjoint-weighted residual error estimate in (21) can be localized to individual space-time elements by
simply separating out contributions to dy from each element,

Nslab Nelem
0y= > e ere=—[YLRA(U)], . (22)

n=1 e=1

We can then define an error indicator as €, . = ‘5;{76 ‘ However, this indicator does not tell us whether the error
is from spatial or temporal resolution, which is needed to identify the most efficient adaptation strategy. For
example, if the discretization were under-resolved in the time domain, the temporal error would dominate in
€k,e» SO refining the elements in space would not be desirable. We calculate the error indicator anisotropy using
separate projections of the fine-space adjoint onto semi-coarsened spatial and temporal spaces [17, 18],
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| space ’

k time space
B = =1-8 (23)
, space t ’ ek ek
‘Ee,k | |€€171’26

Nslab,H Nclcm,H
. space _ time
€e = g ek,eﬁ@k s € = E €kePek -
k=1 e=1
total error on element e total error on time slab k

We then use a greedy fixed degree-of-freedom (DOF) growth adaptation strategy in which spatial and
temporal refinement options are chosen based on a figure of merit, which is the error addressed per DOF
added. Element and slab bisection are used for refinement. Adaptation starts from a coarse space-time mesh
and repeats the unsteady solution on successively finer meshes, as illustrated in Figure 22.
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Figure 22: Schematic of output-based adaptation for unsteady problems. Starting from an initial (coarse) space-time mesh, at
each adaptive iteration both the primal and the adjoint equations are solved in order to estimate the output error and to generate
a new space-time mesh for the next iteration.

5.2.4 Results

We apply our space-time output-based error estimation and adaptation strategy to the one-dimensional radiative
shock-tube problem. The starting mesh is quite coarse: 48 spatial elements and 10 time slabs. We compare
three adaptive methods:

1. Output-based refinement driven by the adjoint.
2. Refinement driven by spatial and temporal jumps in the state.
3. Uniform refinement of the spatial and temporal mesh.

Figure 23 shows convergence of the output for each method versus the total number of degrees of freedom
(space and time) in the mesh. Note that for the output-adapted results, we are able to plot numerical “error
bars”, taken here as £ the summed error indicator value. This is a conservative estimate of the output error in
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that no elements can contribute “negative error”. The output-based result converges most quickly to the exact
value, which was computed from a highly-resolved run. The benefit over uniform refinement is over two orders
of magnitude in total degrees of freedom.
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Figure 23: Convergence of a point-density output in an unsteady one-dimensional radiative shock tube problem using three
different adaptive indicators. The output-based approach requires the solution of an auxiliary adjoint problem but yields the
smallest space-time mesh for accurate output predictions and comes with a built-in error estimate.

For three meshes of similar total degrees of freedom indicated in Figure 23, we plot the spatial and temporal
resolutions in Figure 24. Both the output-based and the jump-based indicators target generally similar regions
of space, although the output-based refinement is shifted towards the output location, hence providing the
observed improved accuracy. In the temporal mesh, output-based refinement also allocates more resolution
later in the simulation compared to jump-based refinement.

Extension of the output-based strategy to multiple dimensions or more complex physics is possible in terms
of purely mechanistic considerations, as the discrete adjoint equations and error estimation formulas are not
specific to one spatial dimension or one physical model. However, for unsteady problems, we do have to
proceed cautiously when working with systems that may exhibit chaotic behavior, such as that induced by
hydrodynamic instabilities. In such cases, a bounded unsteady adjoint solution may not exist, and the error
estimation framework as presented falls apart. Indeed, error estimation the chaotic regime is a subject of
ongoing research.

6.0 CONCLUSIONS

The CRASH project completed its primary project goals. These included carrying out and post-processing
experiments on “simple” systems in support of uncertainty quantification and prediction, and on the complex
system for assessing the predictive capability of the model. Another goal was development of the simulation
code, and this too saw rapid progress during the project, so that by late 2011, the CRASH code was routinely
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Figure 24: Comparison of spatial and temporal mesh resolutions (inverse of mesh size) in the adapted meshes identified in
Figure 23. All meshes have roughly the same total space-time degrees of freedom but the adaptive methods distribute these
degrees of freedom differently over the spatial and temporal domains.

generating run sets in support of predictive model development. An assessment of code convergence and so-
lution verification revealed that for complex simulations, numerical dissipation plays a stabilizing role, and
several techniques were explored for estimating the impact of numerical errors. Most importantly, the CRASH
project completed an assessment of predictive capability by constructing a Bayesian model for predicting an
output of interest in a previously unexplored region of input space, using numerical simulations and experimen-
tal data from an explored region of input space. The predictions differed from the actual observations of the
complex system by about 10%, which was on the order of the experimental variability and achieved the stated
goal.
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