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This paper presents a two-step method for performing output-basedmesh adaptation using
node movement, for high-order discretizations. In the first step, an optimal target metric is
determined over the current mesh using an optimization procedure that equidistributes a
marginal output error to degree-of-freedom cost. In the second step, the nodes are moved
so as to minimize the error between the mesh-implied metric and the target metric, i.e. to
make the mesh better conform to the target metric. This movement is the solution of a global
optimization problem, made possible by virtue of the meshes being coarse for high-order
methods. No additional flow solutions or error calculations take place during this second
optimization step, and hence the optimization is not computationally expensive. Results for
three diverse cases demonstrate the ability of the modemovement strategy to reduce the output
error relative to a given initial mesh, at a level that in one case surpasses that of a baseline
re-meshing strategy.

I. Introduction
Error estimation and mesh adaptation improve the accuracy and robustness of numerical simulations [1]. Numerous

types of error estimates exist, ranging from heuristic feature-based measures [2–5] to more rigorous output-based
ones [1, 6–8], with the latter showing the most promise for convection-dominated aerodynamic problems. Similarly,
many adaptive methods have been studied, including local mesh modification [9–15], order adaptation [16–18], and
global re-meshing [19–22]. While re-meshing has been the method of choice for recent works in metric-based mesh
optimization [23, 24], it is not always robust or even tractable, especially for three-dimensional meshes with curved,
anisotropic elements. In this work we therefore investigate another adaptive approach, based on node movement.

Node movement, also called A-refinement [25–27], is not a novel concept. In many previous works it has been used
alone or in combination with other local mesh operators. While less flexible than global re-meshing in terms of size
control and degree-of-freedom distribution, it has the advantage of improved robustness, since small changes can be
undone or addressed locally to prevent inversion errors.

This paper presents a metric-based node movement approach for high-order discretizations. The novelty of the
work is in the use of a metric field error, instead of a direct solution or output error, to drive the node movement. The
approach is also formulated as a global optimization problem for the node coordinates. Whereas such an optimization is
generally not tractable for large-scale problems discretized using second-order methods, where the number of nodes can
range in the millions or even billions, high-order methods can yield excellent accuracy on much coarser meshes [28]. In
addition, we employ an iterative optimization strategy and are not concerned with perfect mesh optimality.

We foresee the application of the node movement approach to cases where global re-meshing is difficult or
not possible, for example for structured meshes [29], for which the connectivity must remain the same. Another
application is in concurrent shape and mesh optimization [30], where smooth variations of the mesh are desired. Finally,
three-dimensional problems where high-order curved re-meshing is not yet automated would benefit from adaptation
through node movement.

The node movement strategy is presented for a discontinuous Galerkin finite-element discretization, which is
reviewed briefly in Section II. Section III presents the output error estimation procedure, and Section IV presents the
metric optimization algorithm. Section V describes the node-movement strategy, which is the new contribution of this
work. Results in Section VI demonstrate the error reduction attained with node movement and compare it to global
re-meshing. Section VII concludes with a summary of the work and possible future directions.
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II. Discretization

A. Governing Equations
Consider a system of unsteady partial differential equations in conservative form,

mu
mC
+ ∇ · ®F(u,∇u) + S(u,∇u) = 0, (1)

where u ∈ RB is the B-component state vector, ®F ∈ Rdim×B is the flux vector, dim is the spatial dimension, and S is a
source term.

For scalar advection-diffusion, B = 1, and the flux is ®� = ®+D − `∇D, where ®+ is the velocity and ` is the viscosity.
The source term is nonzero in this work when prescribing a manufactured solution. For the Navier-Stokes equations, we
use a conservative state vector u ∈ Rdim+2 = [dD, d ®+, d�], where d is the density, ®+ is the velocity, and � is the total
energy per unit mass. The source term is nonzero when modeling turbulence using Reynolds averaging, for which an
additional equation is included [31, 32].

B. The Discontinuous Galerkin Method
The discontinuous Galerkin (DG) method [33–35] is a finite-element discretization in which the approximation

space is discontinuous across element boundaries. On each element, Ω4, the state is spatially approximated by uℎ, a
linear combination of polynomial basis functions of order ?. Multiplying Eqn. 1 by test functions in the same space as
the solution and integrating by parts to couple elements via fluxes, here the Roe [36] convective flux and the second
form of Bassi and Rebay (BR2) [37] for the viscous flux, yields the weak form. Choosing a polynomial basis then yields
a system of ordinary differential equations, R(U) = 0, where U ∈ R# is the discrete state vector, and # is the total
number of unknowns. We solve this system using a Newton-Raphson method with pseudo-time continuation [38]and
the generalized minimum residual (GMRES) [39] linear solver, preconditioned by an element-line Jacobi smoother with
a coarse-level (? = 1) correction [35, 40].

C. The Output Adjoint
The adjoint solution for a scalar output is the sensitivity of the output to residual source perturbations [1, 6]. Only

steady adjoint solutions are required in the present work, and these are much cheaper to compute than unsteady adjoints.
Linearizing the residual and scalar output, � (U), yields a linear system for the adjoint coefficients, 	 ∈ R# ,(

mR
mU

))
	 +

(
m�

mU

))
= 0, (2)

This equation is solved using a transposed version of the preconditioned-GMRES method used in the Newton-Raphson
primal solver. The adjoint solution plays an important role in output-based error estimation and mesh adaptation because
discretization errors originate as residual sources. The adjoint, as a residual sensitivity, weights the adjoint to produce
the output error.

III. Output Error Estimation
We use an adjoint solution to estimate the numerical error in the corresponding output of interest, �, through the

adjoint-weighted residual [1, 6]. Let � denote a coarse/current discretization space, and ℎ a fine one, here obtained by
increasing the approximation order by one, ? → ? + 1. Denote by U�

ℎ
the state prolongated from the coarse to the fine

space. Computing the fine-space residual using the prolongated state and weighting it by the fine-space adjoint error
gives an estimate of the output error between the coarse and fine spaces,

�ℎ (U�ℎ ) − �ℎ (Uℎ) ≈ −X	
)
ℎRℎ (U�ℎ ). (3)

We obtain the adjoint error, X	ℎ , by subtracting from the fine-space adjoint, solved exactly, its projection onto the coarse
space. The error estimate in Eqn. 3 is localized to elemental contributions, resulting in the elemental error indicators Y4

� ≈
#4∑
4=1
−	)ℎ,4Rℎ,4 (U

�
ℎ ) ⇒ Y4 ≡

��	)ℎ,4Rℎ,4 (U�ℎ )��, (4)
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where #4 is the number of elements, and the subscript 4 denotes components of the adjoint and residual associated with
element 4.

IV. Metric Optimization
The elemental error indicator together with additional error indicators evaluated on sub-elements, via Eqn. 4 with

projected adjoints, drive a metric optimization calculation based on MOESS: mesh optimization through error sampling
and synthesis [24, 41]. The optimized metric can then be used in mesh adaptation, e.g. through re-meshing or node
movement.

A Riemannian metric field,M(®G), encodes information about the desired size and stretching of the elements in a
computational mesh. At each point ®G in physical space, the symmetric positive definite metric tensorM(®G) ∈ Rdim× dim

provides a yardstick for measuring a non-dimensional distance from ®G to a nearby, infinitesimally-close, point ®G + X®G,

Xℓ =
√
X®G)MX®G. (5)

The set of points at unit metric distance from ®G is an ellipse, the principal axes and lengths of which are determined by
the eigenvectors and eigenvalues ofM.

Affine-invariant changes [42] to the metric field are made via a symmetric step matrix, S ∈ R3×3 , according to

M =M
1
2
0 exp(S)M

1
2
0 . (6)

Note that S = 0 leaves the metric unchanged, while diagonal values in S of change the metric stretching sizes.
The mesh optimization algorithm requires models for how the elemental error indicator and the cost change as the

metric changes. The error model is

Y4 = Y40 exp [tr(R4S4)] , (7)

where Y40 is the initial error on element 4, and R4 is an element-specific rate tensor determined through a sampling
procedure. The cost model is

�4 = �40 exp
[
1
2
tr(S4)

]
, (8)

where �40 is the initial cost, measured in terms of degrees of freedom, dof. This model is purely volume based: the
trace of the step matrix governs the change in an element’s volume, and hence the number of degrees of freedom
occupying the original volume. Details of both of these models can be found in previous work [24].

Given a current mesh with its mesh-implied metric (M0 (®G)), elemental error indicators Y40, and elemental rate
tensor estimates, R4, the goal of the metric optimization algorithm is to determine the step matrix field, S(®G), that
minimizes the error at a fixed cost. This algorithm iteratively equidistributes the marginal error to marginal cost ratio
over the mesh elements. In practice, the mesh optimization and flow/adjoint solution are performed several times at a
given target cost, Ctarget, until the error stops changing. Then the target cost is increased to reduce the error further if
desired.

V. Adaptation Using Node Movement
The result of MOESS is a step matrix field that can be used to calculate a desired metric field, which can then be

used to generate a new mesh, using the current mesh as a background scaffold on which the metric is defined and
interpolated. Alternatively, the current mesh can be altered in a local fashion to better conform to the prescribed metric.
This latter approach is the one taken in the present work.

A. Problem Formulation
Given a target step matrix field, Stgt (®G), we pose an optimization problem to reposition the node coordinates of the

current mesh so that the step matrix between the current and new mesh, S(®G), closely matches Stgt (®G). We currently do
not apply any other operations on the mesh, such as edge swapping/collapsing or node insertion, but these could be
considered, at least for unstructured meshes, in future work. The connectivity of the mesh therefore remains constant.

3



LetM40 be the current mesh-implied metric [41] on element 4. This set of tensors over all elements is computed
from the current mesh node coordinates, x0 ∈ R#G×dim, where #G is the number of nodes in the mesh. The new mesh is
obtained by displacing the node coordinates by Δx ∈ R#G×dim, and we denote the new mesh coordinates by x = x0 + Δx.
On element 4, the displacement creates a new mesh-implied metric,M4 (Δx). The step matrix between the current and
new mesh-implied metric is

S4 (Δx) ≡ S(M40,M4 (Δx)) = log
(
M−1/2

40 M4 (Δx)M−1/2
40

)
. (9)

Our goal in optimization is to determine the Δx that minimizes the difference between this step matrix and the target
step matrix over each element, Stgt

4 . In MOESS, the elemental target step matrix is obtained from the nodal target step
matrix by arithmetically averaging to elements [24, 41].

The optimization problem for the mesh node coordinate displacement reads

Δx = arg min
Δx

�metric (Δx) ≡
#4∑
4=1

1
2


W4 ◦

(
S4 (Δx) − Stgt

4

) 

2
�
+
# 5∑
5 =1

W

2


S�5 + (Δx) − S�5 − (Δx)



2
�
, (10)

where #4 is the number of elements, ‖ · ‖� is the Frobenius norm, # 5 is the number of faces, and 5 +/ 5 − denote the two
elements adjacent to face 5 . For an element 4, S�4 is the step matrix between the identity metric, i.e. reference element,
and the new metric, which reduces to the logarithm of the new metric, S�4 (Δx) = S(I,M4 (Δx)) = log (M4 (Δx)).

The first term in the objective, Eqn. 10, measures the difference between the realized and target step matrices, and
reducing this difference is the primary goal of the optimization. The second term, which consists of a sum over faces of
step matrix differences between adjacent elements, regularizes the optimization problem by preventing large changes in
element size and shape. The non-dimensional regularization parameter W controls the amount of regularization, and in
this work we have obtained good results on all problems with W = .03.

The tensorW4 in Eqn. 10 is an optional, non-dimensional weight on step matrix errors. The Hadamard product, ◦,
applies the weight component-wise. In this work we use a normalized linearization of the adaptation output error with
respect to the step matrix,W4 = mE4/mS4, which is available from MOESS. The normalization consists of taking the
absolute value of the tensor entries, to prevent cancellation of errors, and scaling them to the range [X, 1], where X > 0
prevents zero weight on entries of the step matrix to which the adaptation error is least sensitive.

A constraint on the optimization is that the geometry mapping Jacobian determinant remains positive, i.e. no
negative volumes. Presently we do not formally impose this constraint in the optimization problem and instead only
check for it during the line search when choosing the step length. Small volumes correspond to large-magnitude step
matrices, and hence, in general, the optimization naturally steers away from negative volumes.

As the mesh changes during the solution of the optimization problem, elements move to new locations, and hence
their target step matrices change. This effect is not captured in the above formulation, where we assume that each element
has a constant target step matrix, Stgt

4 . Including it would require interpolating the target step matrix to elements of the
new mesh and linearizing the objective for the gradient calculation. However, we have found that in an iterative solution
procedure with multiple solutions and adaptations, the mesh converges even with the constant target per optimization.

B. Gradient Calculation
For a linear triangular element, the mesh-implied metric is calculated by requiring unit measure of the three edges.

Let ®G8 be the coordinate of triangle vertex 8. Define the edge vector 8 as ®48 ≡ ®Gmod(8+1,3) − ®G8 = [ΔG8 ,ΔH8]. Unit measure
of edge 8 can then be expressed as

1 = ®4)8 M®48 = (ΔG8)20 + 2ΔG8ΔH81 + (ΔH8)22, (11)

whereM = [0, 1; 1, 2] is the metric representation in the chosen coordinate system. Writing this equation for each of
the three edges then yields a 3 × 3 linear system of equations for the metric entries a ≡ [0, 1, 2]) :

(ΔG1)2 2ΔG1ΔH1 (ΔH1)2

(ΔG2)2 2ΔG2ΔH2 (ΔH2)2

(ΔG3)2 2ΔG3ΔH3 (ΔH3)2

︸                                 ︷︷                                 ︸
A


0

1

2

︸︷︷︸
a

=


1
1
1

 . (12)
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A gradient-based solution of the optimization problem in Eqn. 10 requires the derivatives of the metric entries with
respect to the vertex coordinates, ma/m®G: . These can be obtained by differentiating Eqn. 12 with respect to ®G: ,

mA
m®G:

a + A
ma
m®G:

= 0 ⇒ m�8;

m®G:
0; + �8 9

m0 9

m®G:
= 0 ⇒

m0 9

m®G:
= −(A−1) 98

m�8;

m®G:
0; . (13)

The entries of mA
m ®G: are calculated in a straightforward manner from the expression for A in Eqn. 12. The resulting

derivatives of 0, 1, 2 with respect to ®G: can be assembled into the tensor mM/m®G: .
The derivative of the mesh-implied metric is required in the calculation of the step matrix in Eqn. 9, the Frobenius

norm of which contributes to the objective. Denoting the argument of log(·) in Eqn. 9 by T4, we have

T4 ≡ M−1/2
40 M4 (x)M−1/2

40 ⇒ mT4
m®G:

=M−1/2
40

mM4

m®G:
M−1/2

40 . (14)

Unfortunately, the matrix logarithm does not lend itself to a straightforward linearization when T4 and its derivative do
not commute, which will generally be the case. As such, we use finite differences to compute this derivative, in an
efficient manner only for mS4/mT4, which requires three finite differences (in two dimensions). The chain rule then gives

mS4
m®G =

mS4
mT4

mT4
m®G:

. (15)

From Eqn. 10, the gradient of the optimization objective function, with respect to x, all of the vertex coordinates of
the mesh, is assembled via a summation over elements and faces,

m�metric

mx
=

#4∑
4=1

[
W4 ◦

(
S4 − Stgt

4

)]
:
(
W4 ◦

mS4
mx

)
+
# 5∑
5 =1

W
(
S 5 + − S 5 −

)
:
(
mS 5 +
mx
−
mS 5 −
mx

)
. (16)

In the present work, the implementation of the gradient was verified by finite-difference comparison using a random
perturbation to the node coordinates.

C. Boundary Nodes
Whereas interior mesh nodes can move in all dim directions, boundary mesh nodes will be constrained to move in

0 − (dim−1) directions. To keep the optimization problem itself unconstrained, we reduce the degrees of freedom
of boundary nodes according to the type of node. In two dimensions, most boundary nodes will have one degree of
freedom, so that they can slide along their boundary edge. Corners, defined as points across which the boundary normal
changes by a threshold angle or as points on two different boundary groups, are fixed and hence have zero degrees of
freedom.

For each node, 8, boundary or interior, we define the number of degrees of freedom of its motion, =dof
8

, and a basis
for its motion, { ®q 9 }8 , where 1 ≤ 9 ≤ =dof

8
. For general boundary nodes, the normal direction is removed from the

basis of its motion. Corner nodes cannot move, =dof = 0, and edge nodes in three dimensions can only move in one
direction. Denoting by y the vector of coefficients on the basis vectors, over all nodes, we map the gradient in Eqn. 16 to
m�metric/my and use this gradient in the optimization:

m�metric

my
=
m�metric

mx
mx
my
. (17)

The definition of the motion basis is straightforward for linear boundary edges, but it requires more attention for
curved edges, in order to maintain geometric fidelity. On a curved edge, the motion of a boundary point is along the
curve defined by the high-order nodes that make up the adjacent edges, and the motion basis (i.e. the direction) changes
with the node’s position. Figure 1 illustrates the setup of this motion.

The variable H is defined as the arc-length along the curved edge, and separate arc-lengths are measured for positive
and negative H, as the two directions correspond to two different edges. When the node is moved, its new position is
computed by “snapping” it to the curved edge, which is done by evaluating the interpolant of the high-order nodes
for the given H: Hmax corresponds to movement across the entire edge on the H > 0 side, whereas Hmin corresponds to
movement along the edge for the H < 0 side. We note that this motion only pertains to the element vertices (the “linear”
nodes), as high-order nodes are handled separately and are not part of the optimization.
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y = 0

ymax

snap
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node
s for

y < 0 snapping nodes for y > 0

y

~x(y)

high-order node

ymin

Fig. 1 Motion of a boundary node on a curved boundary in two dimensions.

D. Iterative Optimization
The optimization problem in Eqn. 10 can be solved using an iterative technique, such as steepest descent or the

limited-memory Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) algorithm [43]. In the current work, we use the latter,
with a history of 20 updates for approximating the inverse Hessian, and 100 iterations are taken. Each optimization
iteration requires evaluation of the objective and its gradient, and a line search that consumes several more objective
evaluations. However, as no system solution is needed for the objective evaluation, the optimization iterations are rapid,
so that the dominant cost remains the flow and adjoint solutions in the outer mesh adaptation loop. Furthermore, as
the solution approximation order increases, relatively coarser meshes are needed, making the node optimization even
cheaper.

The result of the optimization is a vector of node displacements, Δx = {Δ®G8}, or equivalently Δy in the case of
boundary constraints, which can be mapped to Δx, as described in Section V.C. To prevent negative volumes and to
determine the initial step size for the first line search, this update is limited by measuring the node displacement using
the mesh-implied metric of each adjacent element,

Δ;4 ≡ ‖Δ®G)8 M4Δ®G8 ‖. (18)

Recalling that a metric measure is dimensionless, and that all element edges have unit measure under the mesh-implied
metric, we require that Δ;4 < 5 , where 5 is a constant, here chosen as 5 = 0.5. Negative volumes can still occur and
they are handled through backtracking during the line search.

E. High-order nodes
Discretizations that approximate the solution at high order require curved elements for boundary representation [44],

which means additional nodes per element beyond the linear, or @ = 1, vertices. The optimization problem can be
applied to these nodes as well, by extending the mesh-implied metric and gradient calculations presented in Section V.B
to include the high-order nodes. For the present work, however, we only optimize the location of the @ = 1 nodes. To
avoid re-curving, the displacements of the high-order nodes are calculated by evaluating the @ = 1 displacement field at
the high-order node locations. Including the high-order nodes in the optimization problem will be investigated in future
work.

VI. Results
This section presents results of applying the metric-based node optimization. Following a flow solution, MOESS is

applied to obtain a target metric field. This field is then used to move the nodes so as to make the mesh-implied metric
conform to the target. The optimization procedure is inexpensive as it does not require additional flow solutions or
adjoints: the target metric field remains fixed throughout the optimization. The process then repeats starting with the
optimized mesh, which will in general yield a different solution and target metric. The results of the node-movement
adaptation are compared to MOESS with metric-based re-meshing [45].

A. !2 Error Minimization
In this problem we consider a manufactured solution of the two-dimensional scalar advection-diffusion problem,

D(G, H) = 0.5 (1 − tanh(40(A − 0.5))) , (19)
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over a square domain ®G ∈ [−1, 1]2, where A2 = G2 + H2. The Péclet number for the advection-diffusion problem is 10
based on a unit distance. The output of interest is the !2 error between the manufactured and approximated solutions,

�!2 ≡ ‖D(G, H) − Dℎ (G, H)‖2. (20)

Figure 2 shows the initial mesh and manufactured solution. The initial mesh has 512 triangles, generated from a
structured 16 × 16 mesh in which each square is split into two triangles. The solution approximation order is ? = 2, and
all elements are linear, @ = 1. The manufactured solution exhibits sharp variation from near 1 to near 0 at A = 0.5, and
this is the area that we expect adaptation to target.

(a) Initial mesh (512 elements) (b) Manufactured solution

Fig. 2 Initial mesh and manufactured solution for the scalar case.

Figure 3 shows the meshes obtained by the presented node-movement strategy, and by the baseline metric-based
re-meshing using BAMG. These are shown at outer adaptive iterations, each of which consists of solving the scalar
advection diffusion problem with the manufactured solution source term, computing the optimal step matrix field
using MOESS, and adapting the mesh, either via node-movement or re-meshing. The node-movement adaptation
itself consists of multiple L-BFGS iterations, as described in Section V.D. The re-meshing is performed at a constant
(approximately) degrees of freedom equal to that of the initial mesh.

In the node-movement meshes, we see a gravitation of the nodes to the A = 0.5 circle, where the elements also
become stretched to efficiently approximate the sharp variation of the scalar in only the radial direction. Comparing
to 5th iteration meshes, limitations of the fixed-topology in the node-movement strategy become evident: elements
outside of the circle become stretched to enable adequate resolution at the circle, but this stretching is not necessary
for approximating the nearly-constant scalar field there. More efficient meshes could be obtained by including mesh
topology changes, such as edge swapping and collapse.

Figure 4 shows the convergence of the output, which is the !2 error norm between the solution on a given adapted
mesh and the analytical manufactured solution. We see similar errors on the first two adaptive iterations, after which the
node-movement strategy stagnates, while the re-meshing strategy continues to a lower error value before also stagnating.
The stagnation is expected at a fixed degrees of freedom, and the higher errors with node movement are likely due to the
sub-optimality of the fixed mesh topology.

B. Transonic Airfoil
This case consists of the NACA 0012 airfoil at free-stream Mach number of "∞ = 0.8 and angle of attack of

U = 1.25◦. The initial mesh, shown in Figure 5, has 632 elements, curved to @ = 3 geometry order at the airfoil boundary.
This figure also shows the Mach number contours, which exhibit a strong shock on the upper surface and a weaker shock
on the lower surface. The solution approximation order is set to ? = 2, and element-wise constant artificial-viscosity is
used to capture the shocks [46].

The adaptation was performed with the drag on the airfoil as the target output. Figure 6 shows the adapted meshes
using node movement and re-meshing. We see that the adaptation focuses on the foot of the shocks and the leading and
trailing edges. The strong upper surface shock itself is not targeted for heavy adaptation, although the element edges
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(a) Node movement, iteration 1 (b) Node movement, iteration 3 (c) Node movement, iteration 5

(d) Re-meshing, iteration 1 (e) Re-meshing, iteration 3 (f) Re-meshing, iteration 5

Fig. 3 Meshes at various outer adaptation iterations for the presented nodemovement strategy and the baseline
metric-based re-meshing, for the scalar case.

0 1 2 3 4 5 6 7 8
adaptive iteration

10 3

10 2

ou
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ut
 e

rro
r

node movement
remeshing

Fig. 4 The analytic !2 error norm output convergence for the scalar case.
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(a) Initial mesh (632 elements) (b) Mach number (0-1.6)

Fig. 5 Initial mesh and Mach contours for the transonic airfoil case.

appear aligned to the shock by the 9th adaptive iteration, notably in the node movement strategy. The region behind the
shock, near the airfoil surface, is also targeted for refinement, more so in the case of MOESS. This is likely due to a
spurious entropy trail caused by the artificial-viscosity shock capturing, which is strongest at the foot of the shock.

(a) Node movement, iteration 1 (b) Node movement, iteration 5 (c) Node movement, iteration 9

(d) Re-meshing, iteration 1 (e) Re-meshing, iteration 5 (f) Re-meshing, iteration 9

Fig. 6 Drag-adapted meshes for the transonic airfoil case.

Figure 7 shows the convergence of the drag output for both adaptive strategies. The truth output was obtained
from a re-meshing run at the same order, but with 10 times more degrees of freedom. Due to the presence of the
shocks, the relatively coarse meshes used, and the simple artificial-viscosity shock capturing method, the adaptations
are somewhat noisy. There is nevertheless a downward trend in the error with both strategies, and by the later stages, the
drag error on the meshes obtained with node movement is lower than the error on the meshes obtained with re-meshing.

9



A reason for this could be the that slight element position changed during re-meshing, caused by the non-uniqueness of
a metric-conforming mesh, makes fitting the shock to edges unreliable. On the other hand, optimization of the node
position keeps the same mesh topology and is more likely to keep shocks fit along mesh edges, a configuration in which
the error is generally lowest.

0 2 4 6 8 10 12
adaptive iteration

10 4

ou
tp

ut
 e

rro
r

node movement
remeshing

Fig. 7 Drag output convergence for the transonic airfoil case.

C. Laminar Flat Plate
The last case is that of laminar flow over a flat plate. The Reynolds number based on unit distance along the flat plate

is '4 = 104. Figure 8 shows the initial mesh of 360 linear triangles, obtained from subdividing elements of a structured
quadrilateral mesh. This figure also shows the Mach number contours, from which the boundary layer is evident. The
flat plate is of unit length and starts one third of the way downstream from the inflow. The boundary conditions are
no-slip adiabatic wall on the plate, total temperature and pressure inflow, static-pressure outflow and top-boundary, and
symmetry ahead of the plate. The solution approximation order is ? = 2.

(a) Initial mesh (360 elements) (b) Mach number (0-0.5)

Fig. 8 Initial mesh and Mach contours for the laminar flat plate case.

The output of interest for adaptation is the drag force on the flat plate. Figure 9 shows the adapted meshes obtained
using node movement and re-meshing. As the adaptation starts, the node movement strategy compresses the elements
above the plate vertically, so that by the fifth adaptive iteration, the boundary layer is already well-resolved. The
remaining adaptive iterations bring more nodes from the inflow region closer to the start of the flat plate, where
additional resolution is required. The re-meshing approach has the advantage of not being tied to the initial topology,
and more elements are placed above the start of the flat plate compared to the node-movement strategy, which must
balance resolution there with the resolution at the plate start itself given its fixed budget of elements across the height of
the channel. In addition, the fixed topology during node movement leads to inefficient vertically anisotropic elements
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above and away from the middle of the flat plate, a region where isotropic and overall larger elements could be used, as
indicated in the re-meshing results.

(a) Node movement, iteration 1 (b) Re-meshing, iteration 1

(c) Node movement, iteration 5 (d) Re-meshing, iteration 5

(e) Node movement, iteration 10 (f) Re-meshing, iteration 10

Fig. 9 Drag-adapted meshes for the laminar flat plate case.

Figure 10 shows the convergence of the drag output error for both strategies. The truth output is obtained from a
re-meshing run using 5 times more degrees of freedom. We see that both methods show a fairly steady drop in the
output error, and that the re-meshing strategy performs better than the node-repositioning strategy. The inefficiencies in
node-repositioning outlined in the previous paragraph, tied to the mesh fixed topology, are likely responsible for this
difference. More sophisticated local mesh operations could address these inefficiencies. Nevertheless, discovery of
the boundary layer starting from a mesh with no boundary-layer resolution and the associated error drop of over three
orders of magnitude is impressive for optimization of the fixed-topology mesh.

VII. Conclusions
This paper presents a method for adapting meshes using node movement. Many previous approaches have looked

at node movement for adaptation in the past, driven by various error measures. The novelty of this work is the use
of a metric-based approach, in which the error estimate and prediction of the optimal mesh are disconnected from
the adaptation. Mesh optimization through error sampling and synthesis provides a target desired step matrix field,
generated from a general solution error measure, here the adjoint-weighted residual method. The mesh nodes are then
moved to optimize the error between the target step matrix and the realized step matrix from node repositioning, over all
of the elements. No additional flow/adjoint solutions or output error calculations are required for the solution of this
optimization problem. Instead, all calculations needed for the node optimization involve the mesh node coordinates and
the target step matrix. Results for a diverse set of three simulations show favorable performance of the node-repositioning
strategy when compared to metric-based re-meshing. Whereas the latter in general performs better, cases involving
discontinuous features such as shocks may be more amenable to node movement, which appears better-suited for
preserving alignment of the discontinuities with element edges. Additional efficiency improvements are expected by
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Fig. 10 Drag output convergence for the laminar flat plate case.

including topology-changing capabilities in the node repositioning strategy. Finally, we note that the results of node
repositioning depend on the initial mesh, and perhaps the most useful application of the strategy will be when used in
tandem with, or following, re-meshing.
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