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Abstract

The inclusion of transition to turbulence effects in aerodynamic shape optimization
makes it possible to use it as a tool for the design of airframes with laminar flow.
Modified Reynolds-Averaged Navier-Stokes (RANS) models that consider transition
to turbulence have gained traction in the computational fluid dynamics (CFD) com-
munity. These models enable the computation of transitional flows without the need
for external modules. In this work, we use a smooth version of the amplification factor
transport (AFT) model, called AFT-S, to perform gradient-based aerodynamic shape
optimization (ASO) of airfoils in subsonic and transonic flow conditions. We investi-
gate the benefits of including transition effects into the optimization process and assess
the impact of losing laminar flow when early transition to turbulence occurs due to sur-
face contamination. Our results indicate that our design optimization approach yields
lower drag airfoils when transition effects are considered. For the transonic case, the
optimizer trades between shock wave strength and laminar flow extension to minimize
drag.

1 Introduction

The inclusion of transition to turbulence effects in the aerodynamic design process
is currently a major research area in the aerospace industry. The design of laminar
flow airframes relies on the ability to predict transition to turbulence. It is expected
that the use of laminar flow technologies, combined with turbulence and separation
control techniques, will lead to a 15% total drag reduction for typical jetliners at cruise
conditions [1].
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Nonetheless, the importance of including transition to turbulence effects in daily
computational fluid dynamics (CFD) simulations extends beyond laminar flow tech-
nology. There is evidence that considerable regions of laminar flow are present over
the wings of a prototypical jet airplane configuration not designed to achieve laminar
flow [2, 3]. This was observed for different flight conditions, with mean aerodynamic
chord-based Reynolds numbers from 3 to 20 million and Mach numbers from 0.5 to
0.74. Therefore, including transition effects in CFD studies increases agreement with
experimental data [2, 4].

The inclusion of transition effects into CFD simulations also benefits the analysis of
high-lift configurations. In high-lift devices, each element experiences reduced Reynolds
numbers, so that regions of laminar and transitional flow appear [5, 6]. Therefore, it is
necessary to include a transition prediction capability to any computational tool used
in high-lift design [4]. Computational results that include transition prediction in high-
lift analysis through the use of an e method have demonstrated the importance of
transitional effects in computational analysis of high-lift surfaces [7, 8]. Results in these
papers indicated that an improved prediction capability, with good agreement with
experimental data, is obtained when transition is included. More recently, numerical
results showed that including transition to turbulence in the analysis of 3-D high-lift
configurations improves correlation with experimental data when compared to fully-
turbulent simulations [4].

Reynolds—Averaged Navier—Stokes (RANS) turbulence models, which are com-
monly used in engineering applications, are the result of a Favre time-averaging of the
original Navier—Stokes equations. Modeling of transition to turbulence is performed
through the inclusion of additional transport equations, generally supported by em-
pirical correlations. Langtry and Menter [9-12] proposed a transition model where
two additional transport equations are used to estimate transition onset and region ex-
tent. Transition onset is triggered by the momentum thickness Reynolds number (Rey)
transport equation, and the intermittency () transport equation is used to estimate
the extent of the transition region. This model is coupled to the shear stress transport
(SST) turbulence model [13].

A RANS transition model based on linear stability theory was proposed by Coder
and Maughmer [14]. They proposed a transport equation for the approximate N-factor
envelope, 7, based on the work of Drela and Giles [15], with the Spalart—Allmaras [16]
(SA) turbulence model as the base for the new two-equation transition model, called
amplification factor transport (AFT). The AFT model was then augmented with an
additional transport equation for the modified intermittency, 7, to improve its robust-
ness when complex flows are considered [17]. The AFT model uses the notion of a local
boundary layer shape factor, Hy, which is then mapped to the real shape factor, His.
When compared with the original Langtry—Menter transition model, the AFT model
has three transport equations, compared to four transport equations for the former.
The AFT model was proposed as a tool to study external aerodynamic flows. However,
the Langtry—Menter model was originally developed to investigate transitional flows in
turbomachinery, where the turbulence levels are higher than those typically found in
wind tunnels or in free flight.

At present, complex aircraft configurations are optimized considering high-fidelity,



RANS-based CFD calculations. As an example, Lyu et al. [18] were able to perform a
lift-constrained drag minimization of the Common Research Model (CRM) wing with
a RANS turbulence model. The corresponding wing-body-tail configuration was also
optimized [19]. An aerostructural optimization has also been performed by Kenway and
Martins [20], and a boundary layer ingestion propulsion system was investigated using
adjoint-based optimization [21]. When performing gradient-based aerodynamic shape
optimization (ASO), adjoint methods are the most efficient, since their computational
cost is mostly independent of the number of design variables.

Adjoint methods were first used within the optimal control community, with the
works of Lions [22] and Bryson and Ho [23]. Adjoint methods were then used to
solve structural optimization problems [24, 25]. The use of the adjoint method in
fluid mechanics was first introduced by Pironneau [26], who derived the adjoints of the
Stokes equations and of the Euler equations [27]. In 1988, Jameson [28] extended the
method to inviscid compressible flows, making it suitable for transonic airfoil design.
The adjoint method was then applied to the Navier—Stokes equations by Jameson et
al. [29] and by Nielsen and Anderson [30].

The inclusion of laminar turbulent transition in ASO computations is desirable be-
cause it enables the exploitation of laminar flow for drag minimization. However, the
literature results considering high-fidelity aerodynamic shape optimization with tran-
sition to turbulence are sparse [31]. Dodbele [32] proposed an optimization method to
design axisymmetric bodies with high transition Reynolds numbers in subsonic, com-
pressible flow. The proposed approach used the Granville transition criterion [33] to
compute the gradients of the objective function and an e method to compute the
functional value at the end of each design iteration. The use of the Granville transition
criterion to compute the gradients was motivated by its reduced computational cost
when compared to the e method. Green et al. [34] proposed an approach to design
airfoils with a large laminar flow region while satisfying geometric and aerodynamic
constraints. Their approach is based on the prescription of a pressure distribution that
stabilizes flow instabilities, and stability analysis was used to predict the transition
location. Kroo and Sturdza [35] used a design-oriented aerodynamic analysis to per-
form direct optimization of supersonic wings employing laminar flow. They coupled
a boundary layer solver with an Euler solver and a numerical optimization tool, and
designed a wing with a minimum total drag at Mach 1.6.

Amoignon et al. [36] used a boundary layer solver coupled to a transition tool
based on the parabolized stability equations (PSE) to delay transition based on an
Euler solver. In their framework, the pressure coefficient distribution from an Euler
solver is used as a boundary condition for a boundary layer solver. The boundary
layer solver then provides the PSE code the boundary layer velocity profiles needed for
the stability computation. In the reverse direction, their adjoint PSE code feeds the
adjoint boundary layer code, which finally provides inputs to the adjoint Euler solver.
They delayed transition by minimizing a measure of the disturbance kinetic energy of
a chosen disturbance, which is computed using the PSE.

Driver and Zingg [37] used MSES [38], which is an Euler code augmented with
boundary layer corrections, to predict transition location using an eV approach. The
predicted transition front was then used in a RANS solver that uses a Newton—Krylov



discrete-adjoint optimization algorithm. Their algorithm was then used to design air-
foils with maximum lift-to-drag ratio, endurance factor, and lift coefficient. In that
work, the transition prediction module was loosely coupled to the RANS solver.

Lee and Jameson [39, 40] coupled a transition module based on two e™-database
methods considering Tollmien—Schlichting (TS) waves and crossflow vortices with a flow
solver to predict and prescribe transition locations automatically. This study showed
that natural laminar flow optimized airfoil and wings not only presented improvements
in the single design point, but also performed well in off-design conditions. Their
flow solver used the Baldwin-Lomax turbulence model [41], an algebraic, 0-equation
model. They used a computational approach that creates turbulent patches starting
at the transition location specified by the transition module. Because of this, the
blending between laminar and turbulent regions was not smooth. Additionally, the
gradient computations used in their work did not consider the transition prediction
itself.

Khayatzadeh and Nadarajah [42, 43] used the 7-Reg model [9] to perform aerody-
namic shape optimization of natural laminar flow airfoils. This model is also commonly
referred to as the Langtry—Menter transition model. They applied their framework to
the design of low Reynolds NLF airfoils that exhibit separation bubbles. They also
showed that, for subsonic flows where viscous drag dominates, turbulent kinetic energy
can be an alternative to total drag as an objective function.

Recent research results [44-46] have used the Langtry—Menter model to perform
finite-difference gradient-based aerodynamic optimization, which represents a costly
approach. Rashad and Zingg [31] used a 2-D RANS solver coupled to a simplified e
method or to the Arnal-Habiballah-Delcourt criterion [47] in a discrete adjoint capa-
bility to perform airfoil natural laminar flow optimization. A simplified /¥ method was
used to perform adjoint-based airfoil aerodynamic shape optimization with transition
effects in a recent work [48].

In this work, we use a smooth variant of the original AFT model, referred to as
AFT-S, to perform aerodynamic shape optimization. We propose a RANS-based, self-
contained aerodynamic shape optimization framework that is able to consider tran-
sition to turbulence effects. This framework is unique in that it does not resort to
external modules to include transition in the CFD computations, uses gradient-based
optimization in which the transition transport equations are part of the adjoint formu-
lation, and considers the flow stability-based AFT-S model. We perform aerodynamic
shape optimization of airfoils with flight conditions ranging from subsonic to transonic
regimes. These simulations include fully-turbulent and transitional cases. We demon-
strated the benefits of including transition in the optimization process by comparing
the results. We investigate the effects of early transition caused by flow contamination
by running the natural laminar flow airfoils in fully-turbulent mode and show that
airfoils optimized while considering transition exhibit similar performance to airfoils
optimized without considering transition when the flow conditions make it impossible
to achieve significant laminar flow.

The rest of the paper is organized as follows. In Sec. 2, we introduce the AFT model.
We present our aerodynamic shape optimization framework in Sec. 3 Aerodynamic
shape optimization results for transitional and turbulent flows are shown in Sec. 4. We
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conclude this paper with final remarks in Sec. 5.

2 Amplification Factor Transport Transition Model

The Amplification Factor Transport (AFT) model was first proposed by Coder and
Maughmer [14]. The original model was modified so that no isentropic flow assump-
tion was needed and that Galilean invariance was achieved [49]. In a next version,
the transport equation for the modified intermittency, 4 = In(y), was introduced to
improve robustness when complex flows are considered [50]. A modified intermit-
tency function was used so that the model could be implemented with different solver
strategies, including finite-element methods. Finally, after modifying some of the cor-
relations that feed the transport equations, a new version was released [17]. In the
current AFT model implementation, the transport equations model the amplification
of three-dimensional TS waves, but crossflow (CF) modes are not considered. Carnes
and Coder [51] recently proposed the use of empirical correlations initially introduced
by Langtry [52] to include stationary CF effects into the AFT model. In the AFT
model, the inflow perturbations amplitudes are indirectly included in the modeling
strategy through the turbulence intensity, T,. Differently from other RANS transition
models, the AFT model makes possible a direct correlation between experimental T,
levels and the inflow conditions used with the model. Since the AFT model is based
on an eV analysis, nonlinear effects that precede breakdown to turbulence are not part
of the modeling strategy. For typical airplane configurations, the use of linear flow
stability techniques to predict the transition onset location has proved accurate from
an engineering perspective [53, 54].
The approximate N-factor, n, is transported following the relation
d(pn) N d(pu;n) dn
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where p is the density, () is the vorticity magnitude, p is the molecular dynamic vis-
cosity, u; represents the eddy viscosity, and o, = 1 is a model constant.

The intermittency, v, is the probability of a given point in the flow field being
turbulent. A unit value represents fully-turbulent flow and a zero value corresponds to
a laminar state. The modified intermittency, 7, relates to the intermittency through
the mapping 4 = In(7). The transport equation for the approximate intermittency is
given by
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where the model constants are ¢; = 100, ¢; = 0.06, ¢35 = 50, and o, = 1.0. For TS
waves, the original Mack correlation [55] can be used,
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where the variable 7 relates to the real percentage turbulence intensity, 7}, according
to

T,
= 2.5tanh [ — | . 4
T an <2'5) (4)

Here, 7 is defined to only allow positive values for N . The critical N-factor is
then used in onset functions that feed the source terms in the modified intermittency
transport equation. Coder [17] provides more details on the functions that are part of
the model.

The boundary conditions for both AFT working variables are homogeneous Dirich-
let in the freestream and homogeneous Neumann on solid walls:

ﬁoo:'?oo:(h (5)
on| 95
a—yoo—a—yoo—O. (6)

Again, Coder [17, 50] provides more details on the standard AFT transition model.
The underlying SA turbulence model is given by,

DN ~\ 2
FZ = ST (1 — fro) — (Cwlfw - %fﬁ) (g) (7)
o | Ox; v Oz, 2 Ox; O 7

and the coupling between the transition and turbulence transport equations takes place
through a modification in the original f;» function, that becomes

fia = ez [1 — exp()] . (8)

The relation between the SA working variable, 7, and the eddy viscosity, i, is,

3

~ X
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where

NN

X = (10)

Allmaras and Johnson [56] describe the other variables in Egs. (7) to (10) in more
detail.

We modify the original AFT model, which has minimum and maximum functions,
as well as switching step functions that are discontinuous, to make the model smooth
and thus compatible with gradient-based optimization. We call the smooth variant
AFT-S. More details on our smoothing strategy can be found in Ref. [57]. We also
used a similar smoothing approach to perform aerodynamic shape optimization with
a simplified eV method [48].

The step function is used in the Fgy step function, as described by Coder [17].
We smooth this step function by using a modified hyperbolic tangent. The resulting

function is,
1 Re, — Re,
Y I an

f smooth
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where finooth 1S @ constant set to 300 in the current implementation.

The minimum and maximum functions are made smooth by using the Kreisselmeier—
Steinhauser (KS) function [58], which has been used for constraint aggregation in
structural optimization [59, 60]. The maximum of functions F; and F» in a given
computational cell is computed using a KS function as follows,

1 maxF maXF
max (Fy, Fy) = nexp (p D) +exp (p 2) ; (12)

pmax

where In is the natural logarithm and py,. is a positive constant set to 100 in the current
implementation. Equivalently, the minimum of functions F; and F, is computed by,

mln (Fl, FQ) — ln [exp (pminFl) + eXp (pminFQ)] ; (13)

Pmin

where puni, is a negative constant, chosen to be —100 in our current implementation.
We have presented a study on the AFT-S model validation against experimental data in
Ref [57]. As an example, the results in Fig. 1, reproduced from our previous work [57],
illustrate the transition front location and drag polar for a NLF(1)-0416 airfoil at
Re = 4 x 10 and M = 0.1. For these validation results, a freestream turbulence
intensity of Tu = 0.15% was used.
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Figure 1: Transition locations (left) and drag polar (right) for angles of attack from -8
to 4 degrees [57].

3 Aerodynamic Shape Optimization Framework

Our aerodynamic shape optimization (ASO) framework uses ADflow as the flow solver.
ADflow is an open source, in-house developed CFD solver [61]. ADflow has options to
solve Euler, laminar Navier—Stokes, and RANS equations in steady, unsteady, and time-
spectral modes, with multiblock structured and overset meshes. The inviscid fluxes are



discretized by using three different numerical schemes: the scalar Jameson-Schmidt—
Turkel [62] (JST) artificial dissipation scheme, a matrix dissipation scheme based on
the work of Turkel and Vatsa [63], and a monotone upstream-centered scheme for con-
servation laws (MUSCL) based on the work of van Leer [64] and Roe [65]. The viscous
flux gradients are calculated by using the Green—Gauss approach. The residual equa-
tions can be converged with four distinct algorithms. Runge-Kutta and diagonalized-
diagonally-dominant alternating direction implicit [66] (D3ADI) algorithms are avail-
able. An approximate Newton-Krylov (ANK) solver is also implemented and can be
used as a globalization scheme for the full Newton-Krylov algorithm [67]. Due to its
robustness and numerical behavior, we adopt the ANK solver in this work. ADflow also
includes an adjoint solver [68], and is part of a framework that has been successfully
used for aerodynamic shape optimization [18, 69-72].

The design variable vector, x, contains both aerodynamic and geometric design
variables. While derivatives of the objective function with respect to aerodynamic
design variables are computed directly, we use a chain rule to calculate derivatives
with respect to geometric design variables. This is,

i df dx, dx,
dx  dx, dxs dx’

(14)

where subscripts v and s indicate the volume and the design surface coordinates, re-
spectively. We compute the derivatives dxg/dx and dx,/dxs by using two external
open-source geometry modules, pyGeo [73] and IDWarp [74]. In pyGeo, the geometry
is parametrized using the free-form deformation (FFD) technique [75]. The FFD is a
mapping of a region in 2-D or 3-D that is bounded by a set of B-splines. The B-splines
are defined by a set of control points that constitute the shape design variables. As we
perform constrained optimization, we also compute the geometric constraint deriva-
tives. In IDwarp, an efficient analytic inverse-distance method is used [74, 76]. The
derivative df/dx, is computed in ADflow. By doing this, we assure that the adjoint
implementation does not depend on external geometric parametrization and mesh de-
formation modules [77, 78]. Kenway et al. [68] provide a detailed description of the
adjoint derivative computation used in ADflow.

In this work, we use the SNOPT general-purpose sequential quadratic program-
ming algorithm as the optimizer [79]. This optimizer is suitable for solving large-scale
nonlinear optimization problems. We use the open-source package pyOptSparse [80],
which wraps SNOPT.

The CFD-based aerodynamic shape optimization framework described above has
been used to perform several investigations [69, 70, 81-85]. Martins [86] provides a
summary of these investigations.

4 Aerodynamic Shape Optimization with Transition to
Turbulence Effects

Our objective is to reduce drag rather than delaying transition, even though these
are correlated objectives in subsonic flow. For subsonic flows with minor separation
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regions, drag is dominated by skin friction effects. Therefore, transition delay leads to
drag reduction. In transonic cases, the wave drag is relevant and should be considered
in the optimization process [45]. This suggests a compromise between the extent of
the laminar region and shock wave strength, since extended laminar regions usually
require pressure distributions that increase the latter, raising the total drag. Therefore,
we focus on lift-constrained drag minimization in this work. The design variables are
shape variables and angle of attack.

For the airfoil optimization problems discussed here, we impose area and thickness
constraints. To prevent the shape variables from creating a shearing twist, we enforce
the upper and lower nodes on the leading and trailing edges to move in opposite
directions. The optimization problem is defined in Table 1.

Table 1: Optimization problem formulation for the airfoil cases. The objective is to
minimize drag.

Function/variable Description Quantity
minimize ¢y
with respect to  Zgnape Shape design variables 6
! Angle of attack 1
subject to c=c Lift constraint 1
0.9(t/¢)pase < (t/c) Thickness constraint 1
0.93Viase <V < 1.07Vihase Area constraint 1

4.1 NACA 0012

We select the NACA 0012 airfoil as our first aerodynamic shape optimization (ASO)
case. The optimization is run on 36 processors for up to 72 hours. Intel Xeon Gold
6154 processors are used in this simulation, running at 3.0 GHz with 5 GB of RAM per
processor. The flight condition is Re = 4 x 10® at M = 0.2. The reference temperature
is T' = 300.0K. The molecular dynamic viscosity is computed using Sutherland’s law
for all simulations in this paper. To reproduce a low-turbulence environment, we
use a freestream turbulence intensity of Tu = 0.15%, corresponding to N = 7.17,
according to Eq. (3).

Fully-turbulent and transitional aerodynamic shape optimizations are performed,
using the SA and AFT-S models, respectively. The target lift coefficient is ¢; = 0.3.The
leading and trailing edge geometries are preserved using linear constraints, and the
thickness is not allowed to reduce below 10% of the original value. The airfoil section
area is constrained such that it does not vary by more than 7% relative to the original
area. For the airfoil cases depicted in this work, we use an FFD with 8 design variables.
The two control points placed in the leading edge region move together to preserve the
shape in this location and, therefore, represent a single design variable. The same holds
for the trailing edge, leading to 6 effective shape design variables. The airfoil incidence,
seen here as the angle of attack, is also used as a design variable. The transitional ASO
starts with an angle of attack of 2.19 degrees, with a 1.50-degree angle of attack in the



optimized configuration. For the turbulent ASO, the optimized design is at an angle
of attack of 1.17 degrees.

The airfoil resulting from the transitional ASO resembles the natural laminar flow
NACA 66(1)-212 airfoil, which has a lift coefficient value of ¢; = 0.3 in the center of
the laminar bucket region [87]. For both fully-turbulent and transitional optimized
shapes, the baseline airfoil symmetry is lost. This is consistent with the fact that a
nonzero value is targeted for the lift coefficient. Baseline and optimized airfoils are
illustrated in Fig. 2. The baseline NACA 0012 airfoil corresponds to the black shape.
The optimized airfoil resulting from flow simulations using the AFT-S model is shown
in blue, and the fully-turbulent optimization using the SA model is depicted in red in
the zoom-in figure.
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Figure 2: Baseline and optimized airfoils.

The fully-turbulent ASO results in an airfoil with a 3.29% drag reduction com-
pared with the baseline, fully-turbulent case. When transition is included using the
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AFT-S model, the optimized airfoil exhibits a drag 33.20% smaller than the baseline
case including transition to turbulence. The optimizer explores the design space more
effectively when more physics are included in the CFD solution, and the drag benefit is
noticeable. The aerodynamic drag coefficients for both ASO cases are listed in Table 2.

Table 2: Drag reduction for the NACA 0012 airfoil. The target lift coefficient is ¢; = 0.3.

Case Baseline ¢; Optimized ¢4 Drag difference (%) Optimized ¢
Turbulent 0.00911 0.00881 3.29 0.2999
Transitional - NLF 0.00512 0.00342 33.20 0.2997

It is important to consider how early transition to turbulence affects the natural
laminar flow airfoil performance. To address this, we perform a fully-turbulent sim-
ulation in the airfoil optimized with transition to turbulent effects, in what we call
natural laminar flow airfoil in fully-turbulent mode. The simulations considering nat-
ural laminar flow airfoils in fully-turbulent mode are performed at the design ¢; for
all comparisons presented in this work. The resulting drag coefficient is ¢; = 0.00907,
which is 2.95% higher than the drag resulting from the fully-turbulent ASO. These
numbers are summarized in Table 3. This indicates that an airfoil optimized with
transition to turbulence included has a shape that retains good drag characteristics if
in-flight contamination occurs. This aspect is related to the certification of laminar
flow aircraft. The figures above consider a natural laminar flow airfoil operating with
all surface in turbulent flow, which is an extreme scenario and, hence, characterizes
a procedure used along with certification processes. In some cases, the effect of sur-
face contamination may lead to premature transition in only some regions of the wing
rather than an entirely turbulent flow field.

Table 3: Drag coefficients for the NACA 0012 airfoil cases considering turbulent opti-
mization, transitional optimization, and natural laminar flow airfoil in fully-turbulent
mode.

Case Cd
Turbulent 0.00881
Transitional - NLF 0.00342

NLF airfoil in fully-turbulent mode 0.00907

In this subsonic drag minimization ASO, the optimizer exploits the possibility of
moving the transition location on both airfoil sides. The transition front is delayed
from (2/¢)tr baseline = 0.31 t0 (/¢)tr optimizea = 0.66 for the airfoil suction side, and from
(2/¢)tr paseline = 0.72 10 (/¢)tr optimizea = 0.90 in the airfoil pressure side. Skin friction
and pressure coefficient distributions for the baseline and transitional ASO cases are
shown in Fig. 3. The pressure coefficient contours in Fig. 3 indicate that the optimizer
leads to a geometry that reduces the adverse pressure gradient in the upper airfoil
side. By doing so, the TS wave amplification is delayed, moving the transition front
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downstream, as observed above. Inspection of Fig. 3a indicates that some transitional
flow features commonly observed in experimental and direct numerical simulation c
plots are not present in the AFT predictions. For example, one can observe an abrupt
skin friction coefficient change in the laminar to turbulent region. This is because, like
other RANS models that consider transition effects, the AFT model does not attempt
to directly model the transition region. Instead, the modified intermittency transport
equation attempts to turn on the SA model source terms gradually, and therefore
should be seen as an artifact to obtain a smooth transition zone rather than a true
transition region model.

(x/c)tr,up = 0166 |(x/c)tr,low + 0.90

|
|
|
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Figure 3: Skin friction (left) and pressure (right) coefficients for the transitional ASO.
Target lift coefficient ¢; = 0.3.

The contours of the SA model working variable, 7, further highlight the non-
symmetric geometry in the optimized case and indicate a reduced turbulent region
in the optimized geometry. These contours for transitional baseline and optimized
shapes are shown in Fig. 4. In the AFT model, 4 tends to zero in fully-turbulent flow
regions. The modified intermittency, 7, is initialized to zero values in the farfield, and
a viscous wall damps turbulence effects in regions that are supposed to be laminar.
In Fig. 5, we can see that the optimized shape exhibits turbulent 5 contours (yellow)
entering the boundary layer region in a downstream position when compared to the
baseline geometry.

As previously mentioned, in subsonic flow conditions, transition onset delay results
in reduced drag because the drag coefficient is dominated by viscous effects. This
physical behavior is observed in this NACA 0012 example.

We also perform multipoint aerodynamic shape optimization for transitional and
fully-turbulent cases. The optimization is run on 36 processors for up to 72 hours.
Intel Xeon Gold 6154 processors are used in this simulation, running at 3.0 GHz with
5 GB or RAM per processor. We select Re = 4 x 10° and M = 0.2 and two distinct
lift coefficients: ¢; = 0.3 and ¢, = 0.5. Both flight conditions are equally weighted.
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(a) Baseline

(b) Optimized

Figure 4: Contours of the SA model working variable, 7, for the baseline geometry
with transition included (top) and the optimized one (bottom). The contour range is
from 1 x 1075 to 9 x 107¢. Target lift coefficient ¢; = 0.3.

S

(a) Baseline

(b) Optimized

Figure 5: Contours of modified intermittency, 7, for the baseline geometry with tran-
sition included (top) and the optimized one (bottom). The contour range is from —3.8
(purple) to —0.2 (yellow). Target lift coefficient ¢, = 0.3.

The reference temperature is T = 300.0K. We refer to the ¢, = 0.3 point as flight
condition 1, with ¢; = 0.5 corresponding to flight condition 2. The resulting transition-
based optimized airfoil retains some geometric features observed in the single-point
optimization with ¢; = 0.3. This is most noticeable in the airfoil pressure side. On
the upper surface, the multipoint optimization including transition leads to an airfoil
with more curvature, which accommodates the second flight condition lift coefficient,
¢; = 0.5. The baseline, transitional, and turbulent ASO airfoils are illustrated in Fig. 6.

For the first flight condition, the fully-turbulent ASO case results in an airfoil with
a 2.74% drag reduction compared with the baseline, fully-turbulent case. When tran-
sition is included using the AFT-S model, the optimized airfoil has a drag 26.17%
smaller than the baseline case including transition to turbulence. For the second flight
condition, the fully-turbulent ASO leads to a 3.72% drag reduction, while the transi-
tional optimization results in an airfoil with a drag that is 31.14% smaller than the one
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Figure 6: Baseline and optimized airfoils. Multipoint case.

corresponding to the baseline airfoil in transitional mode. The aerodynamic coefficient
information for the multipoint ASO is available in Table 4.

Table 4: Drag reduction for the NACA 0012 airfoil

Cond. Case Baseline ¢;  Optimized ¢4 Drag diff. (%) Optimized ¢
1 Turbulent 0.00911 0.00886 2.74 0.2998
1 Transitional - NLF 0.00512 0.00378 26.17 0.2999
2 Turbulent 0.00967 0.00931 3.72 0.4997
2 Transitional - NLF 0.00607 0.00418 31.14 0.4999

If surface contamination leads to fully turbulent flow, the drag coefficient rises to
0.00895 for flight condition 1. This is 1.01% higher than the drag coefficient achieved
in the fully-turbulent ASO in this condition, as well as in a multipoint study. For
flight condition 2, the natural laminar flow airfoil in fully-turbulent mode leads to a
drag coefficient of 0.00940, representing a 0.97% increase when compared to its fully-
turbulent optimized counterpart. The numbers are shown in Table 5.

The single-point optimization for ¢; = 0.3 resulted in an optimized airfoil with a
drag coefficient of 34.2 drag counts. At this condition, the multipoint optimization
leads to an airfoil that has a drag coefficient of 37.8 drag counts, representing an
increase of 10.53% compared to the corresponding single-point ASO.

For flight condition 1, transition is delayed from (2 /¢)t; paseine = 0-31 t0 (2/¢)tr optimized =
0.50 for the airfoil suction side. In the corresponding single-point ASO, transition was
further delayed to (2/¢)tr optimizea = 0.66. For this same flight condition, the transition
front was moved from (2/¢)tr paseline = 0.72 t0 (2/¢)4r optimized = 0.83 in the airfoil pres-
sure side. In the single-point optimization at the same flight condition, the transition
location was (/¢)troptimizea = 0.90. In flight condition 2, we see a transition delay
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Table 5: Drag coefficients for the multipoint NACA 0012 airfoil cases considering
turbulent optimization, transitional optimization, and natural laminar flow airfoil in
fully-turbulent mode.

Cond. Case Cd
1 Turbulent 0.00886
1 Transitional - NLF 0.00378
1 NLF airfoil in fully-turbulent mode 0.00895
2 Turbulent 0.00931
2 Transitional - NLF 0.00418
2 NLF airfoil in fully-turbulent mode 0.00940

from (2/¢)tr pasetine = 0.13 t0 (2/¢)troptimized = 0.44 in the airfoil suction side. For
flight condition 2, the transition location is basically unaltered in the pressure side,
moving from (2/¢)y paseline = 0.88 t0 (2/¢)tr optimizea = 0.87. The skin friction coeffi-
cient distributions for the multipoint ASO are illustrated for both flight conditions in
Fig. 7. The skin friction coefficient distribution for the natural laminar flow airfoil in
fully-turbulent mode is also plotted in Fig. 7. As expected, the skin friction coefficient
distribution is representative of fully-turbulent flow in this case. The large c; values in
the first half of the chord are responsible for the drag rise observed when laminarity is
lost.
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Figure 7: Skin friction coefficient for the transitional multipoint ASO case.

In flight condition 1, the airfoil obtained in the multipoint ASO including transi-
tion effects exhibits an extended favorable pressure gradient region on the suction side.
This stabilizes TS waves, thereby delaying transition. When at flight condition 2, the
airfoil resulting from the multipoint, transitional ASO exhibits a suction peak close to
the leading edge. An adverse pressure gradient that is more pronounced than the one
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corresponding to the single-point case (¢; = 0.3) follows, but does not trigger transi-
tion to turbulence. Starting at 6.5% of the chord, a new favorable pressure gradient
develops, and transition eventually takes place at 44% of the chord. For the same flight
condition, the fully-turbulent multipoint ASO leads to an airfoil that exhibits a more
pronounced adverse pressure gradient in the leading edge region. In the transitional
case, the optimizer exploits the additional physics and provides a design that avoids
premature transition at the leading edge by minimizing the adverse pressure gradient
in that region. The pressure coefficient distributions for the multipoint ASO studies
are shown in Fig. 8. Pressure coefficient distributions for the natural laminar flow
airfoil in fully-turbulent mode are also shown in Fig. 8. Since the same lift coefficient
as in the transitional case is maintained in the natural laminar flow airfoil in fully-
turbulent mode simulations, the pressure coefficient distributions are close to the ones
corresponding to the optimized airfoil in transitional mode. Some small differences
are observed, however, in the regions where transition takes place in the transitional
simulation.

o
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Figure 8: Pressure coefficient for the transitional multipoint ASO case.

For the airfoil resulting from the transitional multipoint ASO, the increase in angle
of attack needed to increase the lift coefficient from ¢ = 0.3 to ¢ = 0.5 leads to
an upstream movement of the transition point, from 50% to 44% of the chord. This
effect can be seen by comparing the modified intermittency, 7, for the optimized airfoil
when in both flight conditions considered in the multipoint ASO. The increase in angle
of attack, from 2.19 to 3.89 degrees, increases the adverse pressure coefficient on the
suction side. This destabilizes TS waves, which are amplified under adverse pressure
gradient conditions. As a consequence, the modified intermittency contours indicate
that the turbulent region, corresponding to & approaching zero, develops upstream
in the higher lift coefficient flight condition. Modified intermittency contours for the
transitional multipoint airfoil in both flight conditions are shown in Fig. 9.

When natural laminar flow airfoils are designed, it is relevant to investigate the
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(b) ¢, = 0.5

Figure 9: Contours of modified intermittency, 7, for the multipoint optimization with
transition included. The contour range is from —3.8 (purple) to —0.2 (yellow).

behavior at high angles of attack. Laminar boundary layers are more prone to separa-
tion than turbulent ones. Therefore, the maximum lift at these high angles of attack
depend on the characteristics of the turbulent boundary layer and its ability to recover
pressure at the rear of the airfoil [88]. Future investigations will include the high angle
of attack behavior as part of the optimization process considering transitional flows.

4.2 RAE 2822

We perform aerodynamic shape optimization for the RAE 2822 transonic airfoil in
transitional and fully-turbulent modes. The optimization is run on 192 processors
for up to 72 hours. Intel Xeon Platinum 8160 processors are used in this simulation,
running at 2.1 GHz with 4 GB of RAM per processor. We select a flight condition
defined by a Mach number of 0.729 and a Reynolds number of 6.5 x 10°. The reference
temperature is T" = 273.15K. The optimization settings used for the RAE 2822 case
are the same as the ones used for the NACA 0012 airfoil. For the transitional cases
with the AFT-S model, we select a freestream turbulence intensity of Tu = 0.15%,
corresponding to Ny = 7.17 according to Eq. (3). The target lift coefficient is ¢; =
0.74. The leading and trailing edge geometries are preserved using linear constraints,
and the thickness is not allowed to reduce below 10% of the original value. The airfoil
section area is constrained such that it does not vary by more than 7% relative to the
original area. The transitional ASO starts with an angle of attack of 2.25 degrees, with
a 2.29-degree angle of attack in the optimized configuration. For the turbulent ASO,
the initial angle of attack is of 2.31 degrees, and the optimized design is at an angle of
attack of 2.47 degrees.

The baseline and optimized airfoils are shown in Fig. 10. The baseline RAE 2822
airfoil corresponds to the black shape. The optimized airfoil resulting from flow simu-
lations using the AFT-S model is shown in blue, and the fully-turbulent optimization
using the SA model is shown in red in Fig. 10b.

The fully-turbulent ASO leads to a reduction of 20.06% in the drag coefficient,
with a baseline value of 123.1 drag counts and an optimized drag coefficient of 98.4
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Figure 10: Baseline and optimized airfoils for RAE 2822 case.

drag counts. The transitional optimization yields a 28.081% drag reduction, with a
baseline drag coefficient of 108.6 drag counts that is reduced to 78.1 drag counts in
the optimal design. If the transitional-optimized airfoil loses laminar flow because of
surface contamination or another reason, the resulting fully-turbulent drag coefficient
is 99.52 drag counts, which is 1.13% higher than the drag corresponding to the airfoil
obtained in the fully-turbulent ASO. The aerodynamic drag coefficients for both ASO
cases are presented in Table 6, while the numbers for the natural laminar flow airfoil
in fully-turbulent mode are shown in Table 7.

Table 6: Drag reduction for the RAE 2822 airfoil

Case Baseline ¢;  Optimized ¢4 Drag difference (%) Optimized ¢
Turbulent 0.001231 0.00984 20.06 0.7397
Transitional - NLF  0.001086 0.00781 28.08 0.7430

Table 7: Drag coefficients for the RAE 2822 airfoil cases considering turbulent opti-
mization, transitional optimization, and natural laminar flow airfoil in fully-turbulent
mode.

Case Cd
Turbulent 0.00984
Transitional - NLF 0.00781

NLF airfoil in fully-turbulent mode 0.00995

In the transitional ASO, the transition front location is moved from (x/¢); pascline =
0.105 to (z/ C)tr.optimized = 0.160 on the airfoil section side. As in the baseline case,
transition takes place upstream of the shock location for the optimized airfoil. In cases
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for which transition is triggered by the adverse pressure gradient in the shock wave
region, unsteady separation may occur, leading to potential difficulties in the conver-
gence process [31]. On the airfoil pressure side, the optimizer delays transition from
(2/¢)tr pasetine = 0.39 t0 (2/¢)tr optimizea = 0.47. Skin friction coefficient distributions for
the baseline and transitional ASO cases are shown in Fig. 11.

In transonic airfoils, it is important to consider the total drag as the objective
function. In this flight regime, the pressure drag becomes relevant due to the presence
of the shock wave [45]. This is motivated by the fact that the optimizer should be able to
balance between laminar flow region extension and shock wave strength reduction. The
fully-turbulent and transitional ASO cases result in a shock wave strength reduction on
the airfoil suction side. In the fully-turbulent ASO, the optimizer weakens the shock to
reduce total drag. This same trend was observed in the work of He et al. [71]. When
a fully-turbulent flow regime is assumed, a sequence of weak shocks is observed from
(x/c) = 0.4 to (z/c) = 0.5 in the optimized airfoil. These low intensity shocks were
also reported by Chen and Fidkowski [89]. In the transitional ASO, the shock wave,
although weakened when compared to the baseline design, is stronger than in its fully-
turbulent ASO counterpart airfoil. In the transitional ASO, the optimizer compromises
between laminar flow extension and shock wave intensity and results in an extension
of the laminar flow region combined to a shock that is weaker than the one seen in the
baseline design. The pressure coefficient distributions for the baseline and transitional
ASO cases are shown in Fig. 11 and indicate that the optimizer indeed reduces the
shock wave strength in both fully-turbulent and transitional optimizations.

Skin friction and pressure coefficient distributions for the natural laminar flow air-
foil in fully-turbulent mode are also seen in Fig. 11. When laminar flow is lost, the
transitional optimized airfoil experiences an increased skin friction coefficient distribu-
tion, specially close to the leading edge. In this scenario, the pressure coefficient is
similar to the transitional one, except for the region where the shock wave effects are
observed. With a fully turbulent boundary layer, the shock wave strength is reduced
when compared to the transitional case. The shock wave is also located upstream of
its corresponding counterpart in the transitional optimized airfoil with transition in-
cluded. These observations highlight the impact of transition prediction on the shock
wave computation and its interaction with the boundary layer.

The pressure contours for both fully-turbulent and transitional optimized airfoils
further confirm the shock wave intensity reduction achieved during the optimization.
The pressure field is normalized by the freestream value. The pressure contours for
baseline and optimized airfoils for both fully-turbulent and transitional cases are shown
in Fig. 12.

4.3 Transitional ASO Convergence History

When performing ASO simulations, it is helpful to observe how the optimization
evolves. To do this, we analyze the optimality and feasibility histories, which quan-
tify the satisfaction of the first-order KKT conditions and constraint violation, re-
spectively [79]. The merit function quantifies the objective progress throughout the
optimization iterations.
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Figure 11: Skin friction (left) and pressure (right) coefficients for the transitional ASO.

For the transitional NACA 0012 multipoint ASO introduced in Sec. 4.1, the major
optimality and feasibility metrics converge to a tolerance of 107*. These tolerances
are achieved after 14 major iterations, as shown in Fig. 13. The merit function is also
displayed in Fig. 13. For the drag minimization problem in the multipoint ASO, the
objective is the average between the drag coefficients at both flight conditions. The
results in Fig. 13 show an initial steep decrease in the merit function, followed by a
plateau towards the end of the optimization process. The optimality reaches 8.4 x 1075,
while the feasibility is 4.3 x 107 for the last iteration. For this optimization problem,
SNOPT estimates that a variation in the fourth significant digit could be reached if the
optimization were able to progress further. This means that improvements of the order
of a hundredth of a drag count could be expected, which indicates that the results are
converged from an engineering perspective.

For the transonic transitional ASO based on the RAE 2822 airfoil presented in
Sec. 4.2, the optimality initially increases, and then decreases toward the end of the
optimization process. The feasibility first experiences an increase, and then decreases to
eventually reach a plateau. The merit function, which is correlated with the objective,
exhibits a continuous decrease, indicating that the optimization process is able to
reduce the drag coefficient, as seen in Sec. 4.2. The optimization history results for
the RAE 2822 airfoil can be seen in Fig. 14. For this transitional ASO, the optimizer
reduces the drag by 30.5 drag counts. If more accurate gradients were available and the
optimization were able to progress further, SNOPT estimates that a drag coefficient
improvement of the order of 1 drag count could be expected. This is about 3% relative
to the drag coefficient reduction already achieved.
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Figure 12: Pressure contours for baseline and optimized airfoils in fully-turbulent and
transitional modes.

5 Conclusions

Reynolds-Averaged Navier—Stokes (RANS) models, which are currently used to ac-
count for turbulence effects in the majority of CFD simulations across the industry,
assume a fully-turbulent flow field. By doing so, any information on the laminar and
transitional flows that precede the fully-turbulent state is lost in the modeling process.
This drawback results from the Favre averaging procedure used to derive the RANS
equations, which filters out all flow stability modes that, once amplified, may trigger
transition to turbulence.

In this work, we presented aerodynamic shape optimization (ASO) results that do
include transition to turbulence. Transition to turbulence effects were included in the
CFD simulations by using the AFT-S model. These results considered airfoil flows
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Figure 13: Optimality, feasibility (left), and merit function (right) for the transitional
multipoint ASO of the NACA 0012 case.
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Figure 14: Optimality, feasibility (left), and merit function (right) for the transitional
ASO of the RAE 2822 transonic case.

from the lower subsonic to the transonic flow regimes and represent a CFD-based ASO
framework able to explore laminar flow technologies with a modeling strategy that is
compatible with industry requirements. In the subsonic flow regime, drag minimization
is achieved through an extension of the laminar flow region. For airfoils in this type
of flow, drag is dominated by skin friction effects, and this is why the optimization
process seeks to increase the laminar flow extent.

In transonic cases, the drag minimization corresponds to a balance between in-
creasing the laminar flow extent and weakening the shock wave. Compared to fully-
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turbulent optimization cases for airfoils in transonic flow, the design resulting from
the transitional ASO exhibits a stronger shock wave. Still, it results in a considerably
smaller total drag coefficient. For the transonic test case explored in this thesis, the
transition to turbulence occurs upstream of the shock wave in the airfoil suction side,
and the pressure side is shock-free. We also considered simulations with natural lam-
inar flow airfoils in fully-turbulent mode, as caused by surface contamination, which
triggers early transition to turbulence. For these cases, which represent a worse case
scenario, the resulting drag coefficients are comparable to the ones obtained in the
designs resulting from the fully-turbulent ASO simulations.

The ASO framework including transition effects proposed in this paper makes pos-
sible the design of efficient, low drag airplanes that benefit from extended laminar flow
regions. By using the AFT-S model, no external modules to the CFD solver are needed
to compute transition to turbulence effects. This leads to a high-fidelity, adjoint-based
ASO tool that is compatible with industry standards.
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