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Neural networks are applied to create reduced-order models (ROMs) for high-fidelity,
nonlinear steady and unsteady CFD aerodynamic simulations by non-intrusively relating
outputs (dependent variables) to inputs (independent variables), regardless of the com-
plex physics involved. The present study is conducted with increasing complexity in the
aerodynamic system and the corresponding neural network-based ROMs. The primary
goal of this paper is to introduce the development and demonstration of new techniques
for improving the predictive performance of the reduced-order models. In particular, the
benefits of a physics-driven approach for selecting the training inputs and delay states are
investigated. The adaptive ROM system is established by performing error estimation
through two statistical techniques: cross-validation and bootstrapping.

I. Introduction

In the past two decades, significant effort has been devoted to the development of reduced-order models for
efficient aerodynamic computations. In many cases, it is possible to perform high-fidelity computations using
CFED codes, but the cost of extensive parametric explorations or long dynamic responses is not affordable.
In this context, reduced-order models allow computations at a fraction of the cost of the more complex
simulations. However, the quality of these approximate models is a fundamental question that is not always
investigated in detail. The present work proposes techniques for improving accuracy and efficiency of the
ROM that is generated as an artificial neural network function, and addresses the issue of uncertainty
calculation and model adaptation.

Reduced-order models may be generated using multiple techniques. There exist both projection-based and
output-based approaches. While the projection-based methods work directly with the system of equations
involved, output-based methods are non-intrusive, using only inputs and outputs to produce approximate
models. This paper develops approximations using the latter approach. Even in the context of output-based
ROMs, there are many different strategies that can be followed. One can choose from linear state-space iden-
tification techniques,' 3 Volterra-based approaches,*® nonlinear modeling with artificial neural networks” 2
or Gaussian processes,'® 14 and rational-function approximations,'® 16 for instance. This particular work is
focused on reduced-order models generated by artificial neural networks, which are promising for real-time
applications.

The popularity of artificial neural networks applications primarily lies in the capabilities of real-time learn-
ing and representing accurately the reference function.'” However, the samples of expensive, high-fidelity
models are often inadequate. It is critical to have estimates of the errors arising from inadequate sampling
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to evaluate the predicted results and to improve adaptively robustness and accuracy of the neural network
fitting model.'® Convergence analysis can provide estimates of error due to inadequate sampling, which
is represented by the difference between the ideal network function (extrapolated to an infinite number of
samples) and an estimated network function. The implementation of convergence analysis is straightforward
but costly. The more sophisticated and relatively inexpensive statistical techniques of cross-validation'® 2!
and bootstrapping'® 22725 play an active role in quantifying the prediction errors from various sources, such
as inadequate training, inappropriate selection of inputs, and/or insufficient history of inputs for dynamic
systems. Comparison of different estimates have shown that the apparent error computed at the sample
points is biased. The commonly used k-fold cross-validation is nearly unbiased, but has large variance,?S
which is due to the disparity between training datasets when k is too small. Other estimates based on
bootstrapping techniques compromise between the bias and variance and present the best performance in
many cases, especially for small sample size. For time-series models, cross-validation?”2° and bootstrapping
techniques®® 32 are still applicable. The associated stability issue has also been discussed extensively,333?
and questions of stability should be taken into account for unsteady simulations using the recurrent neural
networks (RNNs).

The rest of this paper is organized as follows. Section II introduces the fundamentals of neural networks
and error estimation of the predicted values using the neural network models. Section III describes the
test problems adopted for steady and unsteady reduced-order models, respectively. Applications of neural
networks to the described test cases follow in Section IV. The effects of inputs selection and delays de-
termination on the accuracy of the resulting ROMs are investigated using the measures provided by error
estimation techniques. Section V concludes the implementation of neural networks with error estimation for
high-fidelity CFD models of complex aerodynamics systems and discusses the future research directions.

II. Theoretical Formulation

A. Architecture of Neural Networks

As discussed above, the prediction ROMs used in this study are artificial neural networks, which are suitable
to large-scale, complex aerodynamic problems due to the ability of training the model with large datasets.

For the steady computations, feedforward neural networks are used, while for unsteady computations
recurrent neural networks are chosen. In both cases, the neurons in the hidden layers present a hyperbolic
tangent sigmoid activation function. An illustration of the feedforward architecture is presented in Fig. 1,
where u is the input vector, y represents the output, and W and B represent the weights and bias relative
to the neurons following the arrows. The hidden layer has neurons with nonlinear activation functions, while
the output layer represents a linear function.
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Figure 1: Architecture of the feedfoward neural network used for steady computations.

For unsteady computations, it is necessary to use a history of inputs and outputs. In this case, a similar
architecture is used, but there is a feedback of the outputs of previous instants in time. This structure is
a recurrent neural network, illustrated in Fig. 2. The inputs are a collection of current and previous data
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along the time-series. The outputs y may also be fed back into the RNN.
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Figure 2: Architecture of the recurrent neural network used for unsteady computations.

In terms of ROMs, the recurrent neural network represents a nonlinear autoregressive network with
exogenous inputs (NARX), which can be expressed as

y (t) = f (u(t)v u(t - dul)v sy u(t - dum)vY(t - dy1)7 "'7y(t - dyn)) ) (1)

where there are m input delay states denoted by d,; through d,,., and n feedback delay states denoted by
d,1 through d,,. It is not mandatory that the delay states are all consecutive. The feedback delay states
do not necessarily align with the input delay states. As it will be explored in the paper, it is necessary to
include inputs meaningful for the problem into consideration, and samples at different times in the past may
be more effective than the most recent inputs or outputs.

Along the process of training the neural networks, backwards propagation is used to calculate the sen-
sitivities of the outputs with respect to the weights. The Neural Network Toolbox of Matlab ® is used to
perform the training, using either the Levenberg-Marquardt algorithm or Bayesian regularization.

B. Field Representation with Proper Orthogonal Decomposition

In the training phase of neural network modeling, the variables of interest could be a set of scalars or a
field. In this paper, the dependent variables with a distribution are expressed in terms of the basis vectors
acquired from the Proper Orthogonal Decomposition (POD) method. The POD method extracts the basis
vectors, known as POD modes, to provide a compact representation of the high-dimensional space.

Given a set of snapshot data, S = [S!, §2,...8"], with each S? a column vector of m elements, the POD
basis modes are the eigenvectors U7 of the following problem:

SSTUI = \;U7 for j=1,..,n,. (2)

The matrix §S7 € R™*™ is relatively large and solving for the eigenvalues is expensive. However, since
usually ng < m, an equivalent set of eigenvalues can be obtained by solving the symmetric eigenvalue problem
of the matrix S7§ € R"s*"s:

(ST8)YVI =\;VI for j=1,..,n,. (3)
The POD modes U7 € R™ can be then recovered by the following transformation from V7 € R"s:
1 .
U’ = )\—SVJ for j=1,.. ns. (4)
J

By selecting the POD modes that contain as much energy as possible, corresponding to the highest
eigenvalues, the POD representation of the snapshot data will provide desirable accuracy.
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C. Selection of Inputs for ROM training

One of the aspects of ROM training addressed in this study is the selection of inputs. Since there are different
phenomena involved in the physical process, considering meaningful inputs is essential to achieve ROMs with
adequate accuracy and stability, especially in the case of unsteady computations.

It is important to consider both the kinds of inputs and the points in the previous history that are
meaningful to the prediction. The fundamental physics and mathematical models of the problem can help
define them. Consider, for example, the case of a thin-airfoil in incompressible flow performing pitch and
plunge motion. The lift may be calculated using the Wagner’s indicial response function ¢ as

° dw3/4c(0)

L (s = 0)do | )

L = npb?(h+ Ud — bai) — 2mpUb [w3/4c(0)¢)(s) + /

0

where p is the air density, b is the airfoil semi-chord, U is the freestream velocity, a is the position of the axis

for the pitch motion, relative to the mid-chord position, measured as a fraction of the semi-chord, h is the

vertical position of the pitch axis, in the negative direction, and « is the angle of attack. The convolution
integral is calculated with the non-dimensional time o, defined in terms of the dimensional time ¢ as

tU
5§ = 3 (6)

An important term for the convolution integral in Eq. 5 is the flow normal velocity at 3/4 of the chord,
defined as

w3/46=—[h+Ua+b<;—a>a]. (7)

Using this formulation for the lift, there are two important terms: one corresponding to the added mass
of the airfoil and the other corresponding to the circulatory lift, including the wake effects via a convolution
integral. While the added mass is instantaneous, depending only on motion and its derivatives at the time
of the calculation, the circulatory term depends on the motion history. Since the Wagner’s function decays
in time, it can be considered as a finite memory of the system. This assertion may be better appreciated if
the lift of Eq. 5 is integrated by parts:

L = npb?(h + Ud — baé) — 2mpUb [w3/4c(s)¢(0) + /8 %(:)ww%(s —o)do]| . (8)
0

From Eq. 8, the influence of a previous value of w34, on the lift at the current time decays according

to the derivative of the Wagner’s function, %. The cut-off time for influence can be estimated based on
36

approximations of the Wagner’s function, such as the formula given by Venkatesan and Friedmann:

¢(0) = 1.0 — 0.203¢™ "7 — 0.236e~ %217 — 0.06e . (9)

Using this equation, the non-dimensional time for a cut-off where the influence of the downwash at 3/4
of the chord decays to 5% of its initial value is s = 15.0, as illustrated in Fig. 3. That means the circulatory
liftt may be well-approximated if the selected inputs from the past history fall within this range, allowing to
reconstruct the convolution integral.

Even for more complex physics such as phenomena described by the Navier-Stokes equations, convection
is responsible for this finite memory feature, and this cut-off approach is still valuable.

D. Error Estimation Techniques

In order to evaluate the prediction performance of neural network models, the present work employs cross-
validation and bootstrapping techniques for both steady and unsteady test cases. Various error estimates
based on these techniques are calculated and compared for a comprehensive understanding of uncertainties
in the prediction processes.
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Figure 3: Derivative of Wagner’s function and cut-off time of influence.

1. k-fold cross-validation

Among a variety of cross-validation methods, the k-fold cross-validation is adopted as a compromise of
performance and efficiency. The sample dataset is first shuffled to maintain randomness and partitioned into
k equal-sized subsets. Each subset serves as a test dataset only once with all the other subsets participating
in the training process. Repeating this process yields k trained models and k sets of predicted values
corresponding to k test datasets. The average of errors over all the test datasets approximates the prediction
error. The statistical metrics of the prediction error give an insight into the ability of the predictive model
to generalize to an independent (unknown) dataset on which the high-fidelity CFD or analytical solutions
are unavailable.

2.  Bootstrapping

In the cases where the underlying distribution of the sample is approximated, the bootstrapping-technique-
based error estimates are often the best option to quantify and classify the errors from different sources. As
a resampling method, the bootstrap constructs B samples, called bootstrap samples, by randomly selecting
n sample data (snapshots) with replacement from the original sample of the same size n. For the original
sample, let the n snapshots be {(z1,y1),..., (n, yn)} and denote the ensemble of the weights W and bias b by
0. Using Tibshirani’s notation,?* the j*" bootstrap sample will have the form {(z}’,%,),..., (z}7,47)} and
the associated model parameters #*. Considering all B bootstrap samples, the sample standard deviation
at the i*" sample location is given by

B 2

B
R 1 . 1
o(y(xs)) = 51 Z y(;,0%7) — B Zy(wi,9*k) ) (10)
=1 k=1
which is primarily a result from randomness in the training process.
In the context of neural networks, not only does the bootstrap estimate of prediction error prevail over
other error estimates, aggregation of the bootstrap samples can also improve the predictive model and avoid

overfitting. This feature of the bootstrap technique is demonstrated by the steady test case in Section IV.

8. Time-series cross-validation

For time series applications, cross-validation preserves inherent correlation between time points by keeping
the sequences in divided time intervals, in contrast to the k-fold cross-validation that shuffles data to create
representative subsets. The following steps to conduct time-series cross-validation are analogous to the k-fold
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cross-validation. The original time sequence is partitioned into IV equally sized subsets. According to the
regular time-series cross-validation method,?” training on the subsets evolves in a time-marching fashion as
illustrated in Fig. 4a. Starting from the second subset, each subset time sequence will be used as a testing
set to evaluate the prediction performance with all the prior subsets in time used for training. In the present
work, a modification was made by predicting the responses in a testing set using all of the remaining N — 1
subsets, similar to the hv-block cross-validation.?” This block cross-validation method shown in Fig. 4b
enables more subsets to be used for training. The prediction errors obtained from each testing set are
averaged to yield a proper error estimate.

time

|

Original Dataset

test Training Set
cases ‘ - : |
(a) Forward-chaining time-series cross-validation
time
| Original Dataset |
test Training Set
cases
Testing Set

(b) Block time-series cross-validation

Figure 4: Ilustration of time-series cross-validation method.

4. Block bootstrap

Block bootstrap applies the resampling technique of bootstrapping to time series. To reserve the time
dependence in the data, the original time sequence is divided into N blocks as in the time-series cross-
validation method. These blocks are randomly chosen with replacement to construct a series of new time
sequences, for example, 50 new time sequences. This paper presents results obtained using equally sized
blocks and the same length of the original time sequence for all the reconstructed time sequences. Training
on the 50 time sequences respectively leads to 50 RNN-based reduced-order models. The average of the
prediction errors in all the 50 ROMs is considered as a good estimate of the true prediction error.

ITI. Test Cases

This paper presents application of the proposed techniques to neural network-based ROM generation for
both steady and unsteady high-fidelity CFD simulations of aerodynamic systems. The k-fold cross-validation
and bootstrapping techniques are demonstrated by studying a steady viscous flow over an NLR 7301 airfoil.

6 of 26

American Institute of Aeronautics and Astronautics



For the unsteady cases, investigation of the analytical solution of unsteady aerodynamics of a thin airfoil
forced by pitching and plunging motions provides insight into the physics-driven selection of effective inputs
for training the recurrent neural networks. The developed training technique is then applied to the ROM
generation for aerodynamic responses of turbulent flow around the NLR 7301 airfoil to pitching and plunging
excitations.

A. Steady Viscous Flow

In-house CFD software, xflow,3®3° has been used to provide high-fidelity solutions of the flow fields around
the NLR 7301 airfoil as shown in Fig. 5. The incoming flow is at a Reynolds number of 2.12 x 10° and angle
of attack of 2°. Snapshots used for training of neural networks are generated by simulations at different Mach
numbers ranging from 0.1 to 0.8 and covering both subsonic and transonic flow regimes. It is desirable to
assign more sampling points in the region involving complex physics. Therefore, the underlying distribution
of the snapshots reflects a probability density function with the highest value in the transition region, the
lowest value at the Mach number of 0.1 and linearly varying in between.

NN
VAV Y s

0
ol

2

Figure 5: Geometry, mesh, and baseline solution for the NLR 7301 airfoil.

The neural network for this steady problem uses one hidden layer with four neurons, which has proven to
be adequate for fitting reference functions with great accuracy. The outputs of this neural network include
the lift and drag coefficients and the POD modes for the pressure coefficient distribution along the surface
of the airfoil. During the training process, randomness exists in the initial weights generation and data
assignment into training, validation and testing subsets. When higher POD modes are incorporated to
reconstruct the pressure distribution, an adaptive training algorithm is designed to add flexibility of the
number of neurons adopted.

B. Unsteady Potential Flow

This benchmark unsteady test case investigates the lift coefficient responses of a thin airfoil to the pitching
and plunging excitations using the Wagners indicial function expressed by Eq. 5. A representative input signal
is essential for effective training of the neural network. The qualified signal should carry as much information
as possible to cover the range of the testing signals of interest. It is also ideal to have a randomized sequence
of different amplitudes, frequencies and phases, to reduce the correlation between the input data points.
For this example, the pitching and plunging coupled signal is used to identify the parameters for training.
Randomlike time sequences for both motions are created using white Gaussian noise filtered by a low-pass
filter with a pass-band frequency of 10 Hz and stop-band frequency of 15 Hz as illustrated in Fig. 6. Using
a constant freestream velocity of U = 33 m/s and a chord of 1 m, the lift coefficient responses are calculated
up to 10 s.
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Figure 6: Training signal for the potential flow model.

To evaluate the prediction performance of the trained model, a testing excitation of sine waves is generated
at a single frequency and modulated by a cosine function as

Fiest(t) = Asin(27 ft) (1 — cos(2mt)) , (11)

where A is a factor used to adjust the amplitudes for pitching and plunging motions accordingly, and f is
the designated frequency. The input signal and the lift coefficient response are presented in Fig. 7.
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Figure 7: Testing signal for the potential flow model.

This benchmark test case is critical in the investigation of subsequent RNN-based ROM generation
for aerodynamic applications. The analytical solution allows us to separate the key elements that affect
aerodynamic responses and to identify the influential modeling factors based on physical meanings, instead
of the commonly used trial-and-error procedure. The fast solution saves considerable computational cost
and expedites the investigation process.

C. Unsteady Turbulent Flow
1. Problem description

Using the same NLR 7301 airfoil geometry and mesh model as in the steady case A, the techniques developed
for RNN-based ROMs are tested for increased complexity. High-fidelity unsteady CFD simulations of the
pitching and plunging airfoil are performed with incoming flow at a Reynolds number of 1.7 x 106 and Mach
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number of 0.5. The airfoil undergoes pitching motion with a variation of 0.5° around a mean angle of 0.5°,
and plunging motion with a variation of 0.1 chord lengths around a mean vertical displacement of 0. A
maximum reduced frequency of 0.3 is enforced.

Based on the lessons learned from the potential flow case, the recurrent neural network is trained with the
previously tuned input delays and feedback delays. Three hidden layers with five neurons each are proven
to be effective provided that the inputs and delays are properly defined.

2. Training signal

Since the analytical mesh motion is used in the high-fidelity CFD simulations, a mildly noisy signal is
preferable to ensure stability of the solution. Nonetheless, the training signal should contain variations
in both amplitude and frequency. Superimposition of multiple harmonics with low to moderately high
frequencies can provide a training signal that meets these requirements. The superimposed harmonic signals
shown in Figs. 8 and 9 have the following form:

N
Fomn(t) = Am + Z A; sin(27 fit + ¢;) sin(27 fint), (12)

i=1
where A, and f, are the central amplitude and frequency, and N is the number of harmonics in the
summation. A;, f;, and ¢; are the amplitude, frequency and phase for each harmonic, and their values are
assigned based on the Latin Hypercube sampling technique. Performing a Fourier transform analysis for the
signal reveals the dominant frequencies and corresponding amplitudes. There are 2N dominant frequency
components distributed symmetrically about the central frequency f,. The reason is that the product of
two sine functions can be decomposed into the sum of two cosine functions with new phases being the sum
and difference of original phases respectively:

cos(27(fi — fu)t + ¢i) — cos(2m(fi + fm)t + i)

sin(27 fit + ¢;) sin(27 fint) = 5 : (13)

In the following spectral content presentations, the mean value at zero frequency for a specific time series is
removed to emphasize the dominant frequencies. The responses of ¢; and ¢, are presented in Figs. 10 and 11.

o1l 0.035

0.03

0.05
0.025

0.02

-0.05 -

Vertical disp / chord
(=]
Magnitude |h(f)|

0.1 0.005 |

\

0 20 40 60 80
Frequency (Hz)
Figure 8: Excitation of plunging motion for training the turbulent flow model.
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Figure 11: Drag coefficient outputs for training the turbulent flow model.

3. Testing signal

The testing signals used for this case are a sine wave (Figs. 12 and 13) and a Gaussian pulse with nonlinear
chirp (Figs. 16 and 17). The mathematical form of the adopted Gaussian pulse is expressed in Eq. 14 as
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Fep(t) = Ae~t cos (5015S - 87Te_2t§) , (14)
where t4 is the scaled time defined by

_t—Sl/Q—tO

ts leff~ (15)

51/2
The half length of the total simulation time s; /o and the coefficient [ are used to center the effective portion
of the signal that contains major information. The generated ROM is expected to identify all the different
components in the new signal shown in Figs. 14, 15, 18 and 19.
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Figure 12: Sine wave excitation of plunging motion for testing the turbulent flow model.
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Figure 13: Sine wave excitation of pitching motion for testing the turbulent flow model.

11 of 26

American Institute of Aeronautics and Astronautics



0.42 -

0.06 |
SUAARRA AR
0.05
= 038F _
Q (=
Lo36r 50
= ®
3 T 0.03
5034 2
£ c
032 § 0.02¢
AR RN A A
0.28 : ; ; : : : 0 ‘ :
0 01 02 03 04 05 06 0 20 40 60 80
Time (s) Frequency (Hz)

Figure 14: Lift coefficient responses to sine wave excitation for testing the turbulent flow model.
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Figure 15: Drag coefficient responses to sine wave excitation for testing the turbulent flow model.
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Figure 16: Gaussian excitation of plunging motion for testing the turbulent flow model.
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Figure 18: Lift coefficient responses to Gaussian excitation for testing the turbulent flow model.
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Figure 19: Drag coefficient responses to Gaussian excitation for testing the turbulent flow model.
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IV. Results

A. Assessment of Feedforward Neural Network Performance

The most straightforward way of assessing the performance of a neural network is to to look at the fitting
accuracy. However, high fitting accuracy does not imply high predictive performance. Therefore, the neural
network-based ROM obtained by training on the distributed 100 snapshots according to the defined proba-
bility density function is used to predict another set of 30 uniformly distributed snapshots. CFD simulations
at the 30 snapshots are conducted to provide the true outputs.

Figure 20 shows the comparison of full-order model and ROM results for the lift and drag coefficients
with distributed snapshots used for training. It is evident that the predictions have a good agreement with
the true solutions. It should be noted that this single neural network-based ROM has been able to capture
the features in different flow regimes and yields a smooth transition in between. The drag coefficient is
slightly off for Mach numbers greater than 0.6, when the flow is transonic. With a focus on the transonic
flow regime, a separate ROM could be created. Since the purpose of this steady test case is to demonstrate
the error estimation techniques for improving the quality of reduced models, such models are not presented
in this paper.
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Figure 20: Comparison between ROM and full-order model results for lift and drag coefficients with angle
of attack at 2° and Reynolds number of 2.12 x 10°.

The magnitudes of the fitted POD modes for pressure coefficient from the same training are displayed
in Fig. 21. The outputs of POD modes align with the targets for the lower modes, but exhibit small
discrepancies for the higher modes.
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Figure 21: Fitting for the amplitudes of POD modes.

Reconstructing the pressure distribution by employing the POD modes yields Fig. 22, which provides
a qualitative evaluation of the prediction performance. Within the subsonic regime, using only two POD
modes could provide adequate accuracy for C), distributions. As the flow evolves to the transonic regime,
matches the full-order model results in terms of
the shock location. The ROM also captures the trend of the shock wave moving towards the trailing edge

the predicted C), distribution with eight POD modes still

as the Mach number increases to 0.8.
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