SPSS Oneway Frequency Tabulations and Twoway Contingency Tables (Crosstabs)

/****************************************************************************/

/* This example illustrates:                                                */

/*      How to recode continuous variables into ordinal categories          */

/*      How to set up value labels for categorical variables                */

/*      How to generate oneway and twoway tables and basic tests            */

/*                                                                          */

/* The following tests are illustrated:                                     */

/*      Chi-square goodness of fit test                                     */

/*      Binomial test of proportion for a two-level variable                */

/*      Pearson Chi-square test                                             */

/*      Fisher’s exact test                                                 */

/*      Mantel-Haenszel test for linear-by-linear trend                     */

/*                                                                          */      

/* Filename: frequencies_2009.sps                                           */

*****************************************************************************/

GET FILE="c:\documents and settings\kwelch\desktop\b510\werner.sav".

First, we create categorical variables by making cutpoints for continuous variables. Then, we set up value labels for these categorical variables.
COMPUTE WTKG = WEIGHT*.39.

COMPUTE HTCM = HEIGHT*2.54.

COMPUTE BMI  = WTKG/(HTCM/100)**2.

RECODE bmi (23.000000001 thru highest = 1) (lowest thru 23 = 2) into HIBMI.

EXECUTE.

VALUE LABELS HIBMI  (1) 1:BMI>23


               (2) 2:BMI<=23.

RECODE

  AGE

  (Lowest thru 29=1)  (30 thru 39=2) (40 thru Highest=3) INTO AGEGROUP.

EXECUTE.

VALUE LABELS AGEGROUP (1) 1:19-29

                      (2) 2:30-39

                      (3) 3:>39.

RECODE

  AGE

  (Lowest thru 39=2) (40 thru Highest=1) INTO HIAGE.

EXECUTE.

VALUE LABELS HIAGE    (1) 1:AGE > 39

                      (2) 2:AGE <= 39.

RECODE CHOL (240 thru highest =1) (lowest thru 239=2) into HICHOL.

RECODE CHOL (lowest thru 199=1) (200 thru 239 = 2) (240 thru highest=3) into CHOLCAT.

RECODE WEIGHT (lowest thru 119 = 1) (120 thru 139 = 2) (140 thru highest=3) into WTCAT.

EXECUTE.

Value labels  hichol   (1) 1: >=240   (2) 2: <240

  /cholcat (1) 1: <200 (2) 2: 200-239 (3) 3: >=240

  /wtcat   (1) 1: <120 (2) 2: 120-139 (3) 3: >=140

  /pill    (1) 1: Pill (2) 2: No Pill.
Now we get descriptive statistics for all numeric variables in the dataset. We check the N for each variable carefully. This tells us most importantly if we have included all cases in our new variables, and if we have avoided adding data where there should be none! This simple check should always be done first!
DESCRIPTIVES VARIABLES=AGE HEIGHT WEIGHT PILL CHOL ALB CALCIUM ACID logwt PAIR hichol AGECAT HIAGE CHOLCAT WTCAT WTKG HTCM BMI HIBMI AGEGROUP

  /STATISTICS=MEAN STDDEV MIN MAX.                                 
	Descriptive Statistics

	
	N
	Minimum
	Maximum
	Mean
	Std. Deviation

	AGE AGE IN YEARS
	188
	19
	55
	33.82
	10.113

	HEIGHT HEIGHT IN INCHES
	186
	57
	71
	64.51
	2.485

	WEIGHT WEIGHT IN POUNDS
	186
	94
	215
	131.67
	20.661

	PILL
	188
	1
	2
	1.50
	.501

	CHOL CHOLESTEROL LEVEL
	186
	155
	390
	236.15
	42.556

	ALB
	186
	3.2
	5.0
	4.111
	.3580

	CALCIUM
	185
	8.6
	11.1
	9.962
	.4796

	ACID URIC ACID
	187
	2.2
	9.9
	4.771
	1.1572

	logwt
	186
	4.55
	5.38
	4.8765
	.14927

	PAIR
	188
	1
	94
	47.50
	27.206

	hichol
	186
	1.00
	2.00
	1.5323
	.50031

	AGECAT
	188
	1.00
	4.00
	2.5426
	1.11062

	HIAGE
	188
	1.00
	2.00
	1.6809
	.46739

	CHOLCAT
	186
	1.00
	3.00
	2.2634
	.77840

	WTCAT
	188
	1.00
	3.00
	2.0426
	.75168

	WTKG
	186
	36.66
	83.85
	51.3521
	8.05762

	HTCM
	186
	144.78
	180.34
	163.8573
	6.31207

	BMI
	184
	15.23
	29.70
	19.0736
	2.62858

	HIBMI
	184
	1.00
	2.00
	1.9022
	.29789

	AGEGROUP
	188
	1.00
	3.00
	1.9255
	.84321

	Valid N (listwise)
	180
	
	
	
	


Now, we check the minimum and maximum values of each continuous variable that was coded into a categorical variable to see if we got the recoding categories correct. Note the Case Processing Summary below. This gives us information on how many observations were included and how many were excluded because of missing values.

MEANS

  TABLES=weight  BY wtcat

  /CELLS MEAN COUNT min max  .
	Case Processing Summary

	
	Cases

	
	Included
	Excluded
	Total

	
	N
	Percent
	N
	Percent
	N
	Percent

	WEIGHT WEIGHT IN POUNDS  * WTCAT
	186
	98.9%
	2
	1.1%
	188
	100.0%


	Report

	WEIGHT WEIGHT IN POUNDS
	
	

	WTCAT
	Mean
	N
	Minimum
	Maximum

	1: <120
	109.45
	49
	94
	119

	2: 120-139
	128.61
	82
	120
	138

	3: >=140
	156.04
	55
	140
	215

	Total
	131.67
	186
	94
	215


MEANS

  TABLES=AGE  BY agegroup

  /CELLS MEAN COUNT min max  .

	Report

	AGE AGE IN YEARS
	
	
	

	AGEGROUP
	Mean
	N
	Minimum
	Maximum

	1:19-29
	23.84
	74
	19
	29

	2:30-39
	33.59
	54
	30
	39

	3:>39
	46.33
	60
	40
	55

	Total
	33.82
	188
	19
	55


MEANS

  TABLES=chol BY cholcat

  /CELLS MEAN COUNT min max.
	Report

	CHOL CHOLESTEROL LEVEL
	
	

	CHOLCAT
	Mean
	N
	Minimum
	Maximum

	1: <200
	181.76
	38
	155
	198

	2: 200-239
	218.23
	61
	200
	238

	3: >=240
	272.47
	87
	240
	390

	Total
	236.15
	186
	155
	390


MEANS

  TABLES=chol  BY hichol

  /CELLS MEAN COUNT min max  .

	Report

	CHOL CHOLESTEROL LEVEL
	
	

	hichol
	Mean
	N
	Minimum
	Maximum

	1: >=240
	272.47
	87
	240
	390

	2: <240
	204.23
	99
	155
	238

	Total
	236.15
	186
	155
	390


MEANS

  TABLES=bmi BY hibmi

  /CELLS MEAN COUNT min max.

	Report

	BMI
	
	
	
	

	HIBMI
	Mean
	N
	Minimum
	Maximum

	1:BMI>23
	25.1298
	18
	23.07
	29.70

	2:BMI<=23
	18.4169
	166
	15.23
	22.89

	Total
	19.0736
	184
	15.23
	29.70


One-Sample Tests for Categorical Variables
Binomial Confidence Intervals and Tests for Binary Variables:

If you have a categorical variable with only two levels, you can use a binomial test to test whether the proportion in the first level of the variable is equal to some specified value. To do this, go to Analyze…Non-parametric tests…Binomial… fill in the variable that you want to test in the Test Variable List, and the test proportion. Be sure to SORT the data first. Here, we will be testing whether 20% of the population from which this sample was drawn have a High BMI as defined in our study.
H0: proportion in first category of the variable = π
SORT CASES BY HIBMI(A).

NPAR TEST

  /BINOMIAL (0.20)=HIBMI

  /MISSING ANALYSIS.

SPSS gives us a one-sided alternative hypothesis, as shown below, and noted in the output. If we wish to use a two-sided alternative, we can simply multiply the p-value by 2.
H0: proportion with high bmi = 0.20
HA: proportion with high bmi < 0.20
	Binomial Test

	
	
	Category
	N
	Observed Prop.
	Test Prop.
	Asymp. Sig. (1-tailed)

	HIBMI
	Group 1
	1:BMI>23
	18
	.1
	.2
	.00014a,,b

	
	Group 2
	2:BMI<=23
	166
	.9
	
	

	
	Total
	
	184
	1.0
	
	

	a. Alternative hypothesis states that the proportion of cases in the first group < .2.

	b. Based on Z Approximation.
	
	
	


If you wish to obtain an exact binomial test of the null hypothesis, you would need to use the SPSS exact module, which is not part of the standard sites loadset. 

Chi-square Goodness of Fit Tests for Categorical Variables:

This test is found under Analyze…Nonparametric Tests…Chi-Square. Put the categorical variable in the Test Variable(s) list and then supply the values one at a time. Be sure to ADD each value, making sure that the total proportion adds up to 1.0.  Note that the default is all categories equal.
NPAR TEST

  /CHISQUARE=CHOLCAT

  /EXPECTED=.2 .3 .5

  /MISSING ANALYSIS.
The null hypothesis that we are testing is:

H0: π1= 0.20, π2 = .30, π3 = .50 
	CHOLCAT

	
	Observed N
	Expected N
	Residual

	1: <200
	38
	37.2
	.8

	2: 200-239
	61
	55.8
	5.2

	3: >=240
	87
	93.0
	-6.0

	Total
	186
	
	


	Test Statistics

	
	CHOLCAT

	Chi-Square
	.889a

	df
	2

	Asymp. Sig.
	.641

	a. 0 cells (.0%) have expected frequencies less than 5. The minimum expected cell frequency is 37.2.


Two-Sample Tests for Categorical Variables:

Chi-Square test of Independence

Two by Two Table for Independent Groups:

If you wish to examine the relationship between two categorical variables, you can use Analyze…Descriptive Statistics… Crosstabs. To get a chi-square test of independence, go to Statistics and choose Chi-square. Choose Cells and specify Expected and Row to get expected values and row percentages. 

Note that the table below is set up so that the risk factor (HIAGE) is the row variable and the outcome of interest (HICHOL) is the column variable. 

Note that for HIAGE: 1=the risk of interest (High Age) and 2= the low risk category (Low Age). For HICHOL: 1=the event of interest (High Cholesterol) and 2= the non-event (Low Cholesterol). This coding scheme means that SPSS is set up so that the Odds Ratio and Risk Ratio will be correctly calculated for this table. 

To obtain the Odds Ratio and Relative Risk, click on Statistics and choose Risk.  The Odds ratio (1st row in this portion of the output) is appropriate for either a prospective or retrospective study, while the Relative Risk (Col 1 Risk) is appropriate for a prevalence ratio from a cross-sectional study or a risk ratio from a prospective study. Also, notice that the Odds Ratio (4.2) is not a good estimate of the Risk Ratio (1.96) because the outcome is not rare (the proportion of subjects with Hichol is greater than 10% in both Age Groups).  

H0: HIAGE is independent of HICHOL status
HA: HIAGE  is not independent of HICHOL status
Note that Fisher’s exact test is produced by default for a 2 x 2 table, when a Chi-square test is specified. Read either the one-sided or two-sided p-value for the Fisher’s exact test, depending on your alternative hypothesis.
CROSSTABS

  /TABLES=HIAGE BY hichol

  /FORMAT=AVALUE TABLES

  /STATISTICS=CHISQ RISK
  /CELLS=COUNT EXPECTED ROW 

  /COUNT ROUND CELL.
	HIAGE * hichol Crosstabulation

	
	
	
	hichol

	
	
	
	1: >=240
	2: <240
	Total

	HIAGE
	1:AGE > 39
	Count
	42
	18
	60

	
	
	Expected Count
	28.1
	31.9
	60.0

	
	
	% within HIAGE
	70.0%
	30.0%
	100.0%

	
	2:AGE <= 39
	Count
	45
	81
	126

	
	
	Expected Count
	58.9
	67.1
	126.0

	
	
	% within HIAGE
	35.7%
	64.3%
	100.0%

	
	Total
	Count
	87
	99
	186

	
	
	Expected Count
	87.0
	99.0
	186.0

	
	
	% within HIAGE
	46.8%
	53.2%
	100.0%


	Chi-Square Tests

	
	Value
	df
	Asymp. Sig. (2-sided)
	Exact Sig. (2-sided)
	Exact Sig. (1-sided)

	Pearson Chi-Square
	19.191a
	1
	.000
	
	

	Continuity Correctionb
	17.839
	1
	.000
	
	

	Likelihood Ratio
	19.530
	1
	.000
	
	

	Fisher's Exact Test
	
	
	
	.000
	.000

	Linear-by-Linear Association
	19.088
	1
	.000
	
	

	N of Valid Cases
	186
	
	
	
	

	a. 0 cells (.0%) have expected count less than 5. The minimum expected count is 28.06.

	b. Computed only for a 2x2 table
	
	
	
	


	Risk Estimate

	
	Value
	95% Confidence Interval

	
	
	Lower
	Upper

	Odds Ratio for HIAGE (1:AGE > 39 / 2:AGE <= 39)
	4.200
	2.167
	8.139

	For cohort hichol = 1: >=240
	1.960
	1.471
	2.611

	For cohort hichol = 2: <240
	.467
	.310
	.702

	N of Valid Cases
	186
	
	


Mantel-Haenszel test for a linear association between two ordinal categorical variables:

R x C table, both row and column variables are ordinal

In the next table, both the row and column variable are ordinal. In this case the Mantel-Haenszel test (linear-by-linear association in the output below) is appropriate to test for a linear by linear association between the ordinal row variable and the ordinal column variable. The Pearson Chi-square test is appropriate for testing general association (H0: the row variable is independent of the column variable) whether there is ordering of the row and/or column variable or not. The Pearson Chi-square test ignores the ordering of the variables. 
	AGEGROUP * WTCAT Crosstabulation

	
	
	
	WTCAT

	
	
	
	1: <120
	2: 120-139
	3: >=140
	Total

	AGEGROUP
	1:19-29
	Count
	24
	34
	16
	74

	
	
	Expected Count
	19.3
	32.3
	22.4
	74.0

	
	
	% within AGEGROUP
	32.4%
	45.9%
	21.6%
	100.0%

	
	2:30-39
	Count
	15
	26
	13
	54

	
	
	Expected Count
	14.1
	23.6
	16.4
	54.0

	
	
	% within AGEGROUP
	27.8%
	48.1%
	24.1%
	100.0%

	
	3:>39
	Count
	10
	22
	28
	60

	
	
	Expected Count
	15.6
	26.2
	18.2
	60.0

	
	
	% within AGEGROUP
	16.7%
	36.7%
	46.7%
	100.0%

	
	Total
	Count
	49
	82
	57
	188

	
	
	Expected Count
	49.0
	82.0
	57.0
	188.0

	
	
	% within AGEGROUP
	26.1%
	43.6%
	30.3%
	100.0%


	Chi-Square Tests

	
	Value
	df
	Asymp. Sig. (2-sided)

	Pearson Chi-Square
	12.086a
	4
	.017

	Likelihood Ratio
	11.835
	4
	.019

	Linear-by-Linear Association
	9.416
	1
	.002

	N of Valid Cases
	188
	
	

	a. 0 cells (.0%) have expected count less than 5. The minimum expected count is 14.07.


McNemar's Test of Symmetry for Matched Categorical Data:

To do the analysis utilizing the matching for this dataset, we open the MATCHED.SAV dataset. This dataset contains information for the same participants, but rather than having 188 observations, it has 94 observations, one for each pair. We use McNemar's test of symmetry to compare the proportion of subjects taking the pill who have high cholesterol vs. the proportion of subjects not taking the pill who have high cholesterol. We first create the two new variables, HICHOL1 and HICHOL2 and give them appropriate value labels.
GET

  FILE='C:\Documents and Settings\kwelch\Desktop\b510\werner.sav'.

DATASET NAME DataSet2 WINDOW=FRONT.
RECODE CHOL1 (240 thru highest =1) (lowest thru 239=2) into HICHOL1.

RECODE CHOL2 (240 thru highest =1) (lowest thru 239=2) into HICHOL2.

execute.
Value labels hichol1 hichol2  (1) 1: >=240   (2) 2: <240.
To obtain the McNemar test, choose McNemar in the Statistics Window. Note that the Pearson Chi-square test would not be appropriate for this matched dataset. We also choose Total Percent in the Cells Window. 

When we check the output below, we see that 92 pairs are included in this cross-tabulation for the matched categorical data. Looking at the marginal percentages, we see that 45.7% (n=42) of the 92 pair-members who were taking the pill had high cholesterol, while 47.83% (n=44) of the pair-members not taking the pill had high cholesterol. The McNemar's test is non-significant (p=0.880, exact p-value based on the binomial distribution), as we had expected based on the percentages in the two groups. 
	HICHOL1 * HICHOL2 Crosstabulation

	
	
	
	HICHOL2

	
	
	
	1: >=240
	2: <240
	Total

	HICHOL1
	1: >=240
	Count
	21
	21
	42

	
	
	% of Total
	22.8%
	22.8%
	45.7%

	
	2: <240
	Count
	23
	27
	50

	
	
	% of Total
	25.0%
	29.3%
	54.3%

	
	Total
	Count
	44
	48
	92

	
	
	% of Total
	47.8%
	52.2%
	100.0%


	Chi-Square Tests

	
	Value
	Exact Sig. (2-sided)

	McNemar Test
	
	.880a

	N of Valid Cases
	92
	

	a. Binomial distribution used.


Assessing Agreement for Matched Categorical Data: Cohen's Kappa

We now look at two examples using Cohen’s Kappa, which is a chance-corrected measure of agreement for matched data. We are looking at the GRADERS data set, which is used to assess the agreement between two graders of the same English Essay Exam. Each CANDIDATE is assessed by both GRADERs. All data for a given candidate are entered on the same row, and each GRADER gives the CANDIDATE a rating of 0 to 4, where 0 is terrible and 4 is excellent.

The commands below are for Cohen's Kappa. To get this statistic, go to the Statistics window and select Kappa. We also use Total Percents, chosen from the Cells Window.

CROSSTABS

  /TABLES=EXAMINERA BY EXAMINERB

  /FORMAT=AVALUE TABLES

  /STATISTICS=KAPPA 

  /CELLS=COUNT TOTAL 

  /COUNT ROUND CELL.

	EXAMINERA * EXAMINERB Crosstabulation

	
	
	
	EXAMINERB

	
	
	
	0
	1
	2
	3
	4
	Total

	EXAMINERA
	0
	Count
	9
	1
	2
	0
	0
	12

	
	
	% of Total
	31.0%
	3.4%
	6.9%
	.0%
	.0%
	41.4%

	
	1
	Count
	0
	0
	5
	0
	0
	5

	
	
	% of Total
	.0%
	.0%
	17.2%
	.0%
	.0%
	17.2%

	
	2
	Count
	0
	0
	1
	5
	0
	6

	
	
	% of Total
	.0%
	.0%
	3.4%
	17.2%
	.0%
	20.7%

	
	3
	Count
	0
	0
	0
	0
	1
	1

	
	
	% of Total
	.0%
	.0%
	.0%
	.0%
	3.4%
	3.4%

	
	4
	Count
	0
	0
	0
	4
	1
	5

	
	
	% of Total
	.0%
	.0%
	.0%
	13.8%
	3.4%
	17.2%

	
	Total
	Count
	9
	1
	8
	9
	2
	29

	
	
	% of Total
	31.0%
	3.4%
	27.6%
	31.0%
	6.9%
	100.0%


	Symmetric Measures

	
	
	Value
	Asymp. Std. Errora
	Approx. Tb
	Approx. Sig.

	Measure of Agreement
	Kappa
	.210
	.085
	2.454
	.014

	
	N of Valid Cases
	29
	
	
	

	a. Not assuming the null hypothesis.
	
	
	
	

	b. Using the asymptotic standard error assuming the null hypothesis.
	


Using Data for a Table with Frequency Weights:

We use the SKINCONDITION dataset for this analysis. Each observation represents a possible combination of values for the first dermatologist (DERM1) and the second dermatologist (DERM2) and how many times that combination occurred (COUNT). Before we can proceed with the analysis, we need to set up the frequency weights in SPSS. When we do this, all analyses that follow will use the weighted frequencies, unless we turn this feature off. To set up Weights, go to Data… Weight Cases… select Weight Cases by … and put COUNT in the frequency variable box. Note that this method is appropriate for frequency weights and not for probability weights (which are used when different units have different a different probability of selection for the sample).

GET FILE='C:\Documents and Settings\kwelch\Desktop\b510\skincondition.sav'.
WEIGHT BY count.

CROSSTABS

  /TABLES=derm1 BY derm2

  /FORMAT=AVALUE TABLES

  /STATISTICS=KAPPA 

  /CELLS=COUNT TOTAL 

  /COUNT ROUND CELL.
	derm1 * derm2 Crosstabulation

	
	
	
	derm2

	
	
	
	clear
	marginal
	poor
	terrible
	Total

	derm1
	clear
	Count
	13
	6
	2
	0
	21

	
	
	% of Total
	14.8%
	6.8%
	2.3%
	.0%
	23.9%

	
	marginal
	Count
	5
	12
	4
	2
	23

	
	
	% of Total
	5.7%
	13.6%
	4.5%
	2.3%
	26.1%

	
	poor
	Count
	2
	12
	10
	5
	29

	
	
	% of Total
	2.3%
	13.6%
	11.4%
	5.7%
	33.0%

	
	terrible
	Count
	0
	1
	4
	10
	15

	
	
	% of Total
	.0%
	1.1%
	4.5%
	11.4%
	17.0%

	
	Total
	Count
	20
	31
	20
	17
	88

	
	
	% of Total
	22.7%
	35.2%
	22.7%
	19.3%
	100.0%


	Symmetric Measures

	
	
	Value
	Asymp. Std. Errora
	Approx. Tb
	Approx. Sig.

	Measure of Agreement
	Kappa
	.345
	.072
	5.637
	.000

	
	N of Valid Cases
	88
	
	
	

	a. Not assuming the null hypothesis.
	
	
	
	

	b. Using the asymptotic standard error assuming the null hypothesis.
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