Name: _____________________________

Financial Engineering

Quiz on Regression and ANCOVA Models 

Using SAS: KEY
August 9, 2007

Note: The questions on this quiz use the BASEBALL and BANK data sets in the sasdata2 archive. Make sure you have downloaded and unzipped this archive. 

Create a new SAS command file to do the following exercises. Save your command file as quiz2.sas. Submit a libname statement to assign SASDATA2 to the folder c:\temp\sasdata2, so you can use the SAS data sets in this folder.
1) Fit a linear regression model to the BASEBALL data set, with SALARY as the dependent variable, and years in the majors (YR_MAJOR), career times at bat (CR_ATBAT), and career hits (CR_HITS), as predictors. Get collinearity diagnostics for this model. 
Questions: 
· What is the R-square for this model? 0.3991 (1 pt)
· Is collinearity a problem in this model? Condition Number for the model =  46.08305.  Collinearity is a problem. (1pt)
· Which variables appear to be collinear? ​​​​​​​​​​​​​​Why? (1pt)
CR_ATBAT and CR_HITS both have very high VIF values (>10), and thus appear to be collinear. YR_MAJOR may also have a collinearity problem but not as much so (VIF=6.9). 
                                                                  Variance

  Variable    Label                        DF     Tolerance      Inflation

  Intercept   Intercept                     1             .              0

  yr_major    Years in the Major Leagues    1       0.14389        6.94983

  cr_atbat    Career times at bat           1       0.00735      136.12360

  cr_hits     Career Hits                   1       0.00881      113.54170

Questions: 
· Rerun the model with only YR_MAJOR and CR_HITS as the predictors, and check for collinearity in this new model. 
· Is collinearity a problem for this new model? Why or why not? (1 pt).
No, collinearity is not a problem, because the Condition Number=8.83565 (<30), and VIF values for both predictors are less than 10.
· Interpret the coefficients for the two predictors in this model in general terms: (1pt)
YR_MAJOR is significant, and has a negative relationship with salary. A higher number of years in the major leagues is associated with a lower average salary, after controlling for career hits. CR_HITS is significant, and has a positive relationship with salary, after controlling for years in the majors.  
· Carry out diagnostic plots for the residuals for your new model. What potential problem(s) do you detect for this model based on the residual diagnostics?  (1pt)
The residuals appear to be approximately normally distributed. However, the assumption of equal variances appears to be violated. Residuals for higher levels of the predicted value appear to have greater variance.

2) Using the BANK data set, create a new variable, called LOGSALNOW, which is the log (base 10) of SALNOW. 
Create a scatter plot, with the vertical axis LOGSALNOW and the horizontal axis WORK (years of work experience) for clerical workers only (JOBCAT=1).

Include a linear regression line for each SEX in your plot. 
Questions: Describe the relationship between LOGSALNOW and WORK for males and females, based on your graph. (1pt)
There appears to be a linear relationship between the log of salary and number of years worked for both male and female clerical workers. The mean log of salary appears to decrease with number of years worked, with the regression line for males and females having a similar slope. However, male’s salaries (SEX=0) are in general higher than those of females (SEX=1) across all levels of years worked.
3)  Fit an ANCOVA model using Proc GLM, with the dependent variable being LOGSALNOW, and the predictors being WORK, SEX, and their interaction (WORK*SEX). Remember, SEX is a categorical variable. Fit this model only for clerical workers (JOBCAT=1). 

Questions: 

· What is the p-value for the interaction in this model? Is it significant? Describe what the interaction means in words. (1pt)
The WORK*SEX interaction is not significant (p=.47). The relationship between years worked and salary is not significantly different for male and female clerical workers.
· Refit the model, removing the WORK*SEX interaction. Use the solution option to get the estimated coefficients for the predictors in the model.  
· Describe the relationship between years worked and log of salary, after adjusting for SEX. (1pt)
There is a significant negative relationship between years worked and log salary, after controlling for SEX. 

· Describe the relationship between SEX and log of salary, after adjusting for years worked. 

Males have a significantly higher mean log salary than females, after adjusting for years worked. Males are coded as 0 in this data set, and the effect of SEX=0 is positive.
· Extra credit: Estimate the difference in mean salary (on the original salary scale) for males vs. females and interpret it. (1 pt)
Antilog (base10) of the coefficient for males = 1.29 (coeff estimate=.113262377), so males have about 30% higher salaries than females across all levels of years worked.
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