Name: _____________________________
Financial Engineering
Quiz on Advanced Regression Models 

in SAS
August 10, 2007
Notes: Re-download the archive sasdata2.zip. The questions on this quiz use the BANK and BASEBALL data sets in this archive. Unzip sasdata2.zip to the c:\temp\sasdata2 folder.
Create a new SAS command file in the enhanced editor to perform the following analyses.

1) Logistic Regression: This example involves an analysis of the sasdata2.bank data set. Create a new variable that indicates if a person is in the top 25% of the salary range. To do this, you will need to calculate descriptive statistics for the salary variable (SALNOW) using PROC UNIVARIATE, including the 75th percentile. 
Question: What is the 75th percentile for the SALNOW variable?  $14,820 (1 pt.)
Create the new variable indicating whether a person is in the top 25% of the salary range in a data step (the variable should equal 1 if the person is in the top 25%, and 0 otherwise; make sure that a person has a value of 0 if they have a salary less than or equal to the 75th percentile). Using PROC LOGISTIC, model the probability that the person is in the top 25th percentile of salary as a function of SEX (1 = female, 0 = male), WORK, and JOBCAT_NEW (recode JOBCAT into JOBCAT_NEW, where 1 = clerical / trainee, and 0 = other).
Question: What is the appropriate SAS code for this logistic regression analysis? Please copy or write the PROC LOGISTIC code that you used to perform this analysis in the space below. 
proc logistic data = bank2 descending;

      model top25 = sex work jobcat_new;

run; (2 pts.)
Question: Which of the three predictor variables have a significant relationship with the probability of having a salary in the Top 25th percentile? In the space provided below, please write the estimated odds ratios (and 95% confidence intervals) associated with each predictor, and interpretations of each odds ratio in plain English.
All three predictors have a significant relationship with the probability of being in the Top 25th percentile. For SEX, being female (relative to male) multiplies the expected odds of being in the Top 25th percentile by 0.118 (OR = 0.118, 95% CI = 0.052, 0.265), or reduces the odds by roughly 88%, holding the other predictors constant. For WORK, a one-year increase in work experience multiplies the expected odds by 0.812 (OR = 0.812, 95% CI = 0.761, 0.866), or reduces the odds by about 19%. Finally, for JOBCAT_NEW, being a clerical worker or a trainee multiplies the expected odds by 0.010 (OR = 0.010, 95% CI = 0.004, 0.027), or reduces the odds by about 99%.  (3 pts.)
2) Poisson/Negative Binomial Regression: Use the sasdata2.baseball data set for these two questions. Model the number of home runs in 1987 (NO_HOME) as a function of career home runs (CR_HOME) and LEAGUE (“American” or “National”), at first using PROC GENMOD with a Poisson distribution.
Question: What is the appropriate SAS code for this analysis? Using the space provided below, please copy or write the SAS code that you used.
   proc genmod data = sasdata2.baseball;

      class league;

      model no_home = cr_home league / 


   dist = poisson link = log type3;

run; (2 pts.)
Question: Do the two predictors have a significant relationship with the number of home runs based on the Poisson model? If so, describe the relationships. Based on the diagnostics discussed in class, does the Poisson distribution seem like a good fit for the count of home runs in 1987? Does the significance of the coefficients in the model change if a negative binomial distribution is used instead?   
Yes, both predictors have a significant relationship with the outcome, and suggest that the expected number of home runs will increase as the career number of home runs increases, and that the American league had a significantly higher number of home runs hit than the National league. However, the Poisson distribution does not seem like a good fit for these home run data, because the Deviance / DF diagnostic is well above 1 (5.39). If a negative binomial distribution is used instead for modeling, the Deviance / DF diagnostic is much closer to 1, and both predictors still have similar significant relationships with the count of home runs in 1987 (LEAGUE is no longer significant at the 1% level). (2 pts.)
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