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Abstract A new subspace optimization method for
performing aero-structural design is introduced. The
method relies on a semi-analytic adjoint approach to
the sensitivity analysis that includes post-optimality
sensitivity information from the structural optimiza-
tion subproblem. The resulting coupled post-optimality
sensitivity approach is used to guide a gradient-based
optimization algorithm. The new approach simpli-
fies the system-level problem, thereby reducing the
number of calls to a potentially costly aerodynamics
solver. The aero-structural optimization of an aircraft
wing is performed using linear aerodynamic and struc-
tural analyses, and a performance comparison is made
between the new approach and the conventional multi-
disciplinary feasible method. The new asymmetric sub-
optimization method is found to be the more efficient
approach when it adequately reduces the number of
system evaluations or when there is a large enough
discrepancy between disciplinary solution times.
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1 Introduction

1.1 MDO architectures

Extensive research has been conducted in the field
of multidisciplinary design optimization (MDO) and
its application to aircraft design. The survey paper by
Sobieszczanski-Sobieski and Haftka (1997) provides a
comprehensive overview of the work accomplished in
this area, highlighting the different strategies that have
been inspired by the inherent challenges of MDO. One
of the most common applications of MDO techniques
is coupled aerodynamic and structural (aero-structural)
optimization, because the interaction between these
two disciplines is a primary consideration in the design
of aircraft.

The interdisciplinary coupling intrinsic to MDO
tends to pose significant organizational and compu-
tational challenges, and there exist several different
MDO architectures for dealing with this complexity,
as compared by Tedford and Martins (2006). These
architectures can be divided into two main classes:
single-level formulations and multilevel formulations.
Single-level formulations, such as the multidisciplinary
feasible (MDF) and the individual discipline feasible
architectures, impose a single, system-level optimizer
that is given control over the entire state of the system
(Cramer et al. 1994; Tribes et al. 2005). Multilevel
formulations, which include collaborative optimization
(Kroo 1997; Braun et al. 1996) and bi-level integrated
system synthesis (BLISS; Sobieszczanski-Sobieski et al.
1998; Kodiyalam and Sobieszczanski-Sobieski 2002),
divide the original problem into smaller subproblem
optimizations.
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In this research, we develop a new hybrid architec-
ture that involves a subspace optimization. The objec-
tive is to decrease the cost of solving MDO problems
that exhibit a large discrepancy between disciplinary
solution times, as is often the case in high-fidelity aero-
structural optimization (Martins et al. 2004). The cru-
cial consideration for good convergence properties is
the efficient computation of multidisciplinary sensitiv-
ities. To accomplish this, the coupled adjoint method
(Martins et al. 2005) is expanded to include post-
optimality information from the subspace optimization.

1.2 Motivation

The trade-off between drag and structural weight for
aircraft wings is governed by two main interactions
between the aerodynamics and structures. First, the
structural weight affects the required lift, which in turn
affects the lift-induced drag. Second, the aerodynamic
loads affect the structural deformations, which in turn
change the aerodynamic shape. Therefore, to obtain
a converged aero-structural state, several iterations of
the two disciplines are needed.

Different researchers have addressed the challenge
of performing high-fidelity aero-structural analysis
and optimization (Maute et al. 2001; Giunta 2000;
Chattopadhyay and Pagaldipti 1995). However, due to
the high computational costs involved, practical im-
plementations have generally been limited to only a
few design variables. The key to solving such large
optimization problems was the development of the
coupled adjoint equations, which made it possible to
efficiently compute gradients with respect to large num-
bers of design variables (Martins et al. 2005). Since
then, several observations were made that resulted in
new research directions. For instance, to take advan-
tage of the adjoint approach, new ways to aggregate
stress constraints were developed by Poon and Martins
(2007). Another issue was the fact that the computa-
tional cost of the aerodynamic analysis, which involves
a computational fluid dynamics solver, was an order of
magnitude greater than the structural analysis (a linear
finite-element solver).

The goal of the present work is to take advantage
of this computational imbalance by solving a struc-
tural subspace optimization problem within the aero-
structural analysis module. The conventional MDF
approach is shown in Fig. 1 along with the proposed ar-
chitecture in Fig. 2. Throughout this paper, the routine
that converges a coupled set of disciplines will be re-
ferred to as the multidisciplinary analysis (MDA) mod-
ule. Therefore, the MDA in the MDF method involves
the aerodynamic and structural analyses, whereas the

γ

γ

V

V

Fig. 1 MDF formulation

MDA in the new method includes the aerodynamic
analysis and the structural suboptimization. The pres-
ence of the subspace optimization in the proposed ar-
chitecture means that, for each aerodynamic analysis,
one has to perform a structural optimization, which
will increase the computational cost of the MDA. The
advantage of this asymmetric suboptimization method,
however, is that it simplifies the system-level problem
by relocating all of the structural design variables and
constraints within the structural discipline. This reduces
the amount of gradient information required by the
system-level optimizer and should decrease the num-

Fig. 2 Proposed asymmetric suboptimization method
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ber of calls to the costly aerodynamic analysis. This is
accomplished without having to compromise the influ-
ence of the structures on the aerodynamics. The inter-
actions between the disciplines are modeled exactly,
and the fidelity of the analyses is not limited by any
approximation technique, such as a response surface,
which are sometimes used in hierarchical architectures
(Sobieski and Kroo 2000).

1.3 Architecture implementation

Motivation for the asymmetric suboptimization method
originated from the discrepancy in disciplinary solution
times apparent in fluid-structure interactions. However,
the concept behind the new formulation is not limited
to aero-structural optimization or even to systems with
only two participating disciplines. Therefore, the imple-
mentation details of the new method will be described
using general notation to account for larger and more
complex design applications.

The following discussion pertains to a general cou-
pled system with N disciplines. We make a distinction
between the local design variables (x) that only affect
one discipline and the global or shared design variables
(z) that affect more than one discipline. We also need to
consider the coupling variables (y) that are exchanged
between disciplines. Both x and y are discipline specific,
and the coupling variables for the ith discipline can be
written as,

yi = yi
(
xi, y j, z

)
, (1)

where j = 1, . . . , i − 1, i + 1, . . . , N is the set of indices
that corresponds to the disciplines that the ith discipline
depends on, and therefore j �= i. It should be noted
that, for purposes of the current discussion, the bold-
faced notation that will typically be used in this paper
to indicate vector quantities has been temporarily re-
placed with index notation. When a variable such as x
is written without subscript, it represents a vector of all
concatenated xi.

The idea behind the asymmetric suboptimization
architecture is that, for certain problems, it may be ad-
vantageous to divide the system into two types of disci-
plines: analysis-only disciplines Na and disciplines that
perform an optimization No. Careful consideration is
required when designating the disciplines, because only
the analyses that are less computationally involved, or
those that have many local constraints, are suitable as
suboptimization disciplines. In the new formulation,
both sets of disciplines are coupled together in the
MDA, and all participating disciplines are included so
that Na + No = N.

The system-level optimization problem can be
stated as,

minimize F(z, x, y)

w.r.t. z, xai

s.t. cai

(
z, xai , yi

) ≥ 0 i = 1, . . . , Na (2)

where xai and cai are the local design variables and con-
straints of the ith analysis-only discipline. Therefore,
the system-level problem is given control over all of
the local design variables xa and constraints ca of the
analysis-only disciplines. The system-level optimizer
also varies the design variables that affect more than
one discipline, z. The objective function that models the
coupled nature of the system is designated as F.

The MDA module contains all of the Na and No

disciplines. For a given set of design variables and
coupling variable inputs, each analysis-only discipline
must satisfy their own governing equations. For the ith
discipline, this can be written as,

given z, xai , yj

solve Ri
(
z, xai , yj

) = 0

to get yi. (3)

In other words, the analysis-only discipline generates a
set of solutions to satisfy Ri using the global and local
design variables and any required non-local coupling
variables.

Each call to a subspace optimization discipline re-
quires not only a solution of the discipline’s governing
equations, but also an optimization using the local de-
sign variables. The subspace optimization problem for
the ith discipline can be stated as,

given z, y j

minimize F(z, x, y)

w.r.t. xoi

s.t. coi

(
z, xoi , yi

) ≥ 0

with Ri
(
z, xoi , y j

) = 0

to get xoi , yi (4)

where xoi and coi are the local design variables and
constraints of the ith suboptimization discipline.

The steps involved in the convergence process of the
proposed MDO approach closely resemble an MDF
procedure (Cramer et al. 1994). Initial values are cho-
sen for all of the global and local design variables. The
system-level optimizer passes the z and xa values into
the MDA module, containing all of the discipline analy-
ses. A block-iterative procedure is used to converge
the contributing disciplines, keeping in mind that each
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evaluation of an No discipline requires a separate opti-
mization. The MDA is considered to be converged once
the coupling variables generated by each discipline
analysis have remained constant to within a specified
tolerance, over successive iterations. This convergence
criteria can be stated mathematically as,

ym+1
i = ym

i ± ε i = 1, . . . , N (5)

where ym
i represents the value of the ith discipline’s

coupling variables after m iterations, and ε is the de-
sired convergence tolerance.

Once the MDA has converged, the derivatives re-
quired by the system-level optimizer are calculated.
These include the total derivatives of the objective
function and system-level constraints with respect
to the analysis-only design variables, dF/ dxa and
dca/ dxa. These derivatives can be efficiently calculated
using the method of coupled post-optimality sensitiv-
ities (CPOS), which is introduced in Section 2. Once
the sensitivities have been computed, they are passed to
the system-level optimizer, along with the F and ca val-
ues, which uses the information to determine the next
appropriate design step. Subsequently, the updated z
and xa values are returned to the MDA module, and
the process is repeated until the system-level optimizer
concludes that it has reached the best possible design.

1.4 Aero-structural model

All of our work to date has focused on lower-fidelity
aero-structural optimization, which has proven useful
in implementing the new architecture and sensitivity
method. The aerodynamic analysis employs an inviscid
panel code to model the wing, which solves the system,

A� − v = 0, (6)

where A is the aerodynamic influence coefficients ma-
trix, � is the vector of panel circulations, and v is the
vector of panel boundary conditions, which is simply
the local angle of attack of each panel. As indicated
by (6), the aerodynamic analysis is being approximated
as a linear system. This is not consistent with the
motivation behind the new architecture, which is to
reduce the number of evaluations of a computationally
expensive aerodynamic solver. However, this is taken
into account when discussing the results in Section 3.

The aerodynamic discipline also enforces that the
wing must produce the lift needed to maintain level
flight, i.e.,

L − W = 0, (7)

where L is the total wing lift and W is the total weight
of the aircraft.

The structural model consists of a single wing spar,
which is modeled using frame finite elements to rep-
resent a tube-shaped spar. The structural analysis is
governed by the following equation,

Ku − f = 0, (8)

where K is the stiffness matrix of the structure, u is
the displacement vector, and f is the vector of external
forces.

The Breguet range equation was selected to provide
the objective function. This expression represents the
trade-off between the drag and the structural weight of
the aircraft, and can be written as,

R = V
c

L
D

ln
Wi

Wf
, (9)

where V is the cruise velocity, c is the specific fuel
consumption, L/D is the ratio of lift to drag, and Wi

and Wf are the initial and final weights of the air-
craft. The initial weight of the aircraft consists of the
structural weight and a fixed fuel weight, whereas the
final weight is simply the structural weight. The design
variables that we use herein are the jig twist distribution
of the wing (γ jig), the wall thicknesses of the tube finite
elements (t), and the wing sweep (�).

2 Coupled post-optimality sensitivities (CPOS)

Sensitivity analysis is an important consideration when
performing gradient-based optimization, as the deriv-
ative calculations are often the most costly step within
the optimization cycle. Due to the presence of the struc-
tural optimization routine, the new architecture seemed
like a logical application of post-optimality sensitivity
analysis. Standard post-optimality analysis allows for
the change in the optimum solution with respect to a
change in a previously fixed parameter to be attained,
without having to perform a re-optimization (Braun
et al. 1993). Unfortunately, this method does not take
into account the coupled nature of the aero-structural
system at hand, and it became clear that an extension
of the current theory was needed for this work.

The sensitivities of coupled systems can be computed
using semi-analytical methods, such as the coupled di-
rect sensitivity equations introduced by Sobieszczanski-
Sobieski (1990) or the coupled adjoint method (Martins
et al. 2005). These methods allow for the system-level
derivatives to be computed without having to resolve
the MDA, which greatly reduces the cost and inaccu-
racy of finite-differencing performed on the entire sys-
tem analysis. For the aero-structural system involving
the coupled aerodynamic residuals (A) and structural



Aero-structural optimization using adjoint coupled post-optimality sensitivities 63

residuals (S), as well as the aerodynamic state variables
(w) and the structural state variables (u), the coupled
adjoint equations can be written as,
⎡

⎣
∂A
∂w

∂A
∂u

∂S
∂w

∂S
∂u

⎤

⎦

T [
ψ

φ

]

= −
⎡

⎣
∂ F
∂w

T

∂ F
∂u

T

⎤

⎦ , (10)

where ψ and φ are the aerodynamic and structural
adjoint vectors, respectively. The solution of these ad-
joint equations can then be substituted into the total
sensitivity equation,

dF
dx

= ∂ F
∂x

+ ψT ∂A
∂x

+ φT ∂S
∂x

, (11)

to find the total derivative of the system-level objective
function, F, with respect to the system-level design
variables, x.

In this context, partial derivatives do not take into
account the implicit dependence due to the solution
of governing equations, whereas total derivatives do
include this implicit dependence.

2.1 Aerodynamic residuals

The aerodynamic and structural residuals are easily
identified. As the aerodynamic analysis involves solving
(6) and (7), the aerodynamic residuals are the system of
equations that result from solving those two equations
simultaneously, and can be written as,

A =
[

A −e

eT 0

] [
�

α

]

−
[
γ jig + γ �

nW/qb 2

]

= 0. (12)

The local incidence for each panel has been replaced
by the individual contributions of jig twist, twist de-
flection and angle of attack, i.e., v = − (

γ jig + γ � + αe
)
,

where e is a vector of ones. The second row is a scalar
equation that represents the lift constraint (7), where n
is the number of panels, q is the free stream dynamic
pressure, and b is the wing span. The state variables for
the aerodynamic residuals are wT = [

�T α
]
, where α

is the angle of attack of the aircraft in radians.

2.2 Structural residuals

The structural residuals are given simply by (8), i.e.,

S = Ku − f = 0. (13)

The state variables for the structural residuals are the
displacements, u. For the MDF architecture, the cou-
pled sensitivities from (12) and (13) can be computed
to provide gradients to a single optimization problem.
However, for the asymmetric suboptimization architec-
ture, the structural discipline within the MDA module

not only involves an analysis, but also a full optimiza-
tion that must be taken into account when formulating
the residual equations.

2.3 Structural optimization residuals

The structural optimization is performed to maximize
the aircraft range by varying the internal wing thick-
nesses, for a given load distribution. The optimization is
constrained to prevent the structural stresses (σ ) from
exceeding the yield stress of the material and to keep
the thicknesses between a minimum gauge value and
the radius of the spar and can be stated as,

maximize R

w.r.t. t

s.t. σ yield − σ (u) ≥ 0

t − tmin ≥ 0

r − t ≥ 0. (14)

As the structural optimization is a constrained,
gradient-based problem, the optimizer is working to
satisfy the Karush–Kuhn–Tucker (KKT) conditions.
The KKT conditions are necessarily satisfied at a struc-
tural optimum, but they do not entirely describe the
suboptimization, because an optimum must also be a
structural solution. Therefore, combining the structural
residuals (13) with the KKT conditions completes the
picture and allows us to fully represent the structural
optimization residuals:

O =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

Ku − f ≡ OS
dR
dt − λT

σ
dσ
dt + λT

t I = 0 ≡ OL

σ yield − σ − s2
σ = 0 ≡ Oσ

t − tmin − s2
t = 0 ≡ Ot

sσλσ = 0, stλt = 0 ≡ Osλ

(15)

where λT = [
λT

σ λT
t

]
are the Lagrange multipliers for

the stress and thickness constraints, respectively, and
sT = [

sT
σ sT

t

]
are the slack variables associated with

those constraints. The radius constraints are omitted
from the KKT equations because, although they are
used to guide the optimizer away from nonphysical so-
lutions, they are not active at the optimum. Total deriv-
atives are present in the first KKT condition, denoted as
OL in the optimization residuals (15), because finding
the desired sensitivities with respect to the thickness
design variables requires the solution of the structural
equations. This will be discussed in more detail shortly.
The complete set of optimization state variables con-
sists of four vectors, and thus yT = [

uT tT sT λT
]
.
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The multidisciplinary analysis of the asymmetric sub-
optimization method can be viewed as containing two
separate disciplines: the aerodynamics and the struc-
tural optimization. Having identified the structural op-
timization residuals, O, we are now able to present the
corresponding coupled adjoint equations as,

⎡

⎢
⎣

∂A
∂w

∂A
∂ y

∂O
∂w

∂O
∂ y

⎤

⎥
⎦

T [
ψ

ζ

]

= −
⎡

⎢
⎣

∂ F
∂w

T

∂ F
∂ y

T

⎤

⎥
⎦ , (16)

where ζ is the adjoint vector associated with the struc-
tural subspace optimization. The corresponding total
sensitivity is,

dF
dx

= ∂ F
∂x

+ ψT ∂A
∂x

+ ζ T ∂O
∂x

. (17)

Recall that the system-level design variables (x) for the
proposed architecture are the jig twists of each panel
(γ jig) and the sweep (�), whereas for the MDF method,
they include the structural thicknesses (t) as well.

Another valid approach to computing the system-
level sensitivities for the new architecture is the cor-
responding coupled direct sensitivity equations. The
direct and adjoint methods both involve the exact same
partial derivative terms, but the order of operations is
different. As a result, the cost of computing the sensitiv-
ities using the direct method is practically independent
of the number of functions of interest, whereas the cost
associated with the adjoint method is essentially inde-
pendent of the number of design variables. As the new
architecture removes the structural constraints from the
system-level optimizer, the only function that requires
total derivatives is the range equation. Thus, the use of
the adjoint CPOS method is particularly advantageous
in the asymmetric suboptimization method.

We will now describe the partial derivative terms of
the coupled sensitivity equations, both for the MDF
method and the new architecture, in more detail.

2.4 Aerodynamic sensitivities

The partial derivative of the aerodynamic residuals
with respect to the flow variables can be decom-
posed as,

∂A
∂w

=
[
∂A
∂�

∂A
∂α

]
=

[
A −e

eT 0

]

, (18)

which is the same matrix shown in (12).

The partial derivative of the aerodynamic residuals
with respect to the suboptimization state variables can
be broken down as follows,

∂A
∂ y

=
[
∂A
∂u

∂A
∂ t

∂A
∂s

∂A
∂λ

]
=

⎡

⎢
⎣

−∂γ �

∂u 0 0 0

0 − n
qb 2

∂W
∂ t

0 0

⎤

⎥
⎦,

(19)

where the only direct effect of the KKT states is the
dependence of the weight on the structural thicknesses.
Meanwhile, the partial derivatives with respect to the
structural state variables involve only the local angle
of attack of each panel, which represents how the
finite-element displacements are translated into twist
deflections.

We write the sensitivities with respect to the system-
level design variables as,

∂A
∂x

=
[

∂A
∂γ jig

∂A
∂�

]
=

⎡

⎣
−I ∂ A

∂�

0 0

⎤

⎦ , (20)

where I represents the identity matrix.
The partial derivatives of (19) and (20) were written

specifically with the new architecture in mind. How-
ever, the MDF sensitivities involve the same terms, but
rearranged in a slightly different manner. Instead of be-
ing grouped with the KKT variables, ∂A/∂u is written
on its own, and ∂A/∂ t is included as a design variable
sensitivity. As ∂A/∂s and ∂A/∂λ are both zero, there is
fundamentally no difference between the aerodynamic
sensitivities required by either architecture.

2.5 Structural analysis sensitivities

The structural equations are included as part of the
structural optimization residuals. Therefore, the follow-
ing sensitivity terms are written explicitly for the MDF
method and will be repeated later in the suboptimiza-
tion sensitivities of the new architecture.

The matrix of sensitivities of the structural residuals
with respect to the flow variables involves only the
vector of external forces,

∂S
∂w

=
[
∂S
∂�

∂S
∂α

]
=

[
− ∂ f

∂�
0
]
. (21)

The sensitivity with respect to the structural displace-
ments is simply the stiffness matrix, i.e.,

∂S
∂u

= K. (22)
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Finally, the partial derivative of the structural equa-
tions with respect to the system-level design variables
is,

∂S
∂x

=
[
∂S
∂ t

∂S
∂γ jig

∂S
∂�

]
=

[
∂ K
∂ t u 0 ∂ K

∂�
u − ∂ f

∂�

]
, (23)

where we note that the jig twists do not directly affect
the structure in this case.

2.6 Structural optimization sensitivities

As previously mentioned, the first KKT condition
in (15) is written with total derivatives to indicate that
it could require solving a set of residual equations. It
needs to be clarified that we are only referring to the
structural residuals, because the suboptimization oper-
ates as a self-contained discipline. As the dependence
of the aircraft range on the thickness design variables
enters through the structural weight term, and because
the weight is only a function of thickness, explicitly
or otherwise, it follows that the total derivative of
the range with respect to the thicknesses reduces to
a partial derivative. Using the chain rule, this can be
written as,

dR
dt

= ∂ R
∂ t

+ ∂ R
∂u︸︷︷︸
=0

du
dt

= ∂ R
∂ t

. (24)

The thickness constraints are obviously only depen-
dent on the thickness design variables, so the resulting
derivatives are nothing more than the identity matrix.
However, for the stress constraints, we have,

dσ

dt
= ∂σ

∂ t︸︷︷︸
=0

+∂σ

∂u
du
dt

= ∂σ

∂u
du
dt

, (25)

where the total derivative indicates a need to resolve
the structural residuals. Therefore, in terms of the state
variables, the dσ/ dt term is dependent on � and t,
whereas the stress constraint itself is only a direct func-
tion of the displacements.

This information will prove useful when solving the
optimization derivatives, because these sensitivities in-
volve second derivatives due to the first KKT con-
dition. For example, the derivatives of the structural

optimization residuals with respect to the aerodynamic
states are,

∂O
∂w

=

⎡

⎢
⎢
⎢⎢
⎢
⎢⎢
⎢
⎢⎢
⎢
⎣

∂OS
∂�

∂OS
∂α

∂OL
∂�

∂OL
∂α

∂Oσ

∂�
∂Oσ

∂α

∂Ot
∂�

∂Ot
∂α

∂Osλ
∂�

∂Osλ
∂α

⎤

⎥
⎥
⎥⎥
⎥
⎥⎥
⎥
⎥⎥
⎥
⎦

=

⎡

⎢
⎢⎢
⎢
⎢⎢
⎢
⎢⎢
⎣

− ∂ f
∂�

0

− ∂
∂�

(
λT

σ
dσ
dt

)
0

0 0

0 0

0 0

⎤

⎥
⎥⎥
⎥
⎥⎥
⎥
⎥⎥
⎦

, (26)

where the higher order dependence of the stress con-
straints on the flow variables emerges.

The matrix of derivatives of the suboptimization
residuals with respect to its own state variables is,

∂O
∂ y

=

⎡

⎢⎢
⎢
⎢⎢
⎢
⎢⎢
⎢
⎢⎢
⎣

∂OS
∂u

∂OS
∂ t

∂OS
∂s

∂OS
∂λ

∂OL
∂u

∂OL
∂ t

∂OL
∂s

∂OL
∂λ

∂Oσ

∂u
∂Oσ

∂ t
∂Oσ

∂s
∂Oσ

∂λ

∂Ot
∂u

∂Ot
∂ t

∂Ot
∂s

∂Ot
∂λ

∂Osλ
∂u

∂Osλ
∂ t

∂Osλ
∂s

∂Osλ
∂λ

⎤

⎥⎥
⎥
⎥⎥
⎥
⎥⎥
⎥
⎥⎥
⎦

=

⎡

⎢⎢
⎢
⎢⎢
⎢
⎢⎢
⎢
⎢
⎣

K ∂ K
∂ t u 0 0

0 ∂2 R
∂ t2 − ∂

∂ t
(
λT

σ
dσ
dt

)
0

[
− dσ

dt I
]

−∂σ
∂u 0

[−2sσ 0
]

0

0 I
[
0 −2st

]
0

0 0 λ s

⎤

⎥⎥
⎥
⎥⎥
⎥
⎥⎥
⎥
⎥
⎦

.

(27)

Once again, we encounter higher-order derivatives, this
time due to the second-order dependence of the range
and stress constraints on the thicknesses.

Finally, only the sweep design variable has a direct
effect on the suboptimization residuals, and thus,
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3 Results and discussion

Before running any MDO trials, the CPOS equations
that we developed for the new asymmetric subop-
timization method were verified against the finite-
difference approach. The two methods are compared
in Table 1 for a trial with five jig twist and five thickness
design variables, corresponding to five panels and five
elements. The jig twist of the first panel was held fixed.
The partial derivatives in the CPOS equations are cal-
culated using the complex-step derivative approxima-
tion (Squire and Trapp 1998; Martins et al. 2003), which
provides numerically exact values.

As shown in Table 1, the CPOS adjoint results agree
with finite-differences to five digits. The CPOS results
are more accurate due to subtractive cancellation errors
in the finite-difference estimates. The main advantage
of the CPOS method is clear: The computational time
was only 3% of the time required by finite differences.
Therefore, the CPOS method accurately models the
response of our tightly coupled system, without having
to re-converge the analysis or even once re-optimize the
subspace problem, which offers significant savings over
the finite-difference approach.

To better understand the computational costs in-
volved in the CPOS adjoint, a cost breakdown of com-
puting the total derivatives is shown in Table 2. In
this study, both the number of panels and the number
of finite elements were increased to 50. It is evident
that computing the partial derivatives is by far the
costliest step, with most of this expense being attributed
to the partial derivatives of the KKT system. This is
not surprising, as the subspace optimization derivatives
involve the second-order terms in (26), (27), and (28).
These higher-order derivatives are currently being cal-
culated by using the complex-step method to determine
the first-order derivatives and then performing a finite
differencing over the routine to obtain the second-
order derivatives.

The reason the calculation of the partial derivative
terms outweighs the adjoint solution is because the
current aero-structural model is written in the script-

Table 1 Sensitivity analysis comparison

dF/ dx Finite-difference CPOS adjoint

dR/ dγ2 6,725.7012 6,725.7087
dR/ dγ3 3,530.1758 3,530.1016
dR/ dγ4 −2,580.8521 −2,580.8579
dR/ dγ5 −5,198.1801 −5,198.1781
dR/ d� −702.2317 −702.2368

Elapsed time (s) 150.50 4.36

Table 2 Computational cost of CPOS adjoint, in seconds

Number of jig twists 5 50

Partial derivatives 282.73 290.52
Aerodynamic 61.51 69.18
Structural 18.19 18.11
Subspace optimization 198.58 198.67

Adjoint solution 0.29 0.29
Compute total sensitivity <0.01 <0.01

Total time (s) 283.03 290.82

ing language Python, whereas the adjoint vectors are
computed using a linear solve operation in a pre-
compiled numerical package. Most large-scale scientific
computing requires the use of a compiled language such
as Fortran. When optimization is performed on these
higher-fidelity systems, solving the system of equations
required by the direct and adjoint methods typically
becomes the dominant expense, and the use of the ad-
joint method becomes more advantageous. As shown in
Table 2, increasing the number of design variables from
5 to 50 does not effect the time required to compute
the adjoint vectors. The only cost increase is due to
the dependence of the aerodynamic residuals on the jig
twists.

Having validated the CPOS method, we performed
optimization using these sensitivities and compared
the performance of the asymmetric suboptimization
approach against the traditional MDF method. For
both the MDF and the CPOS methods, a fixed-point
iteration scheme was used to converge the MDA. The
corresponding coupled adjoint formulations were used
to determine the system-level sensitivities for the two
architectures. The MDO trials were performed based
on four separate parameters: the number of aerody-
namic design variables (Nγ ), the number of structural
design variables (Nt), the number of aerodynamic pan-
els (Npanel), and the number of structural elements
(Nelem). These four parameters were varied indepen-
dently to determine the effect that each one had on the
architectures being compared. The computations were
run on a 1.5 GHz Itanium 2 processor in an SGI Altix
with 32 GB RAM, and the results are listed in Table 3.

3.1 Reference trial

Trial 1, with five aerodynamic and five structural design
variables, 30 panels and 30 elements, was selected as
the reference case. Table 3 shows that, for this case,
the MDF architecture required almost three times as
many system-level iterations as the new architecture
to find the optimum and required an average of three
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more iterations between the aerodynamic and struc-
tural disciplines to converge the MDA. The fewer num-
ber of calls to the MDA is what we expected from the
new method, whose central idea is to nest the struc-
tural optimization problem in the MDA and simplify
the system-level problem. The system-level optimizer
of the new architecture is unconstrained and only in
charge of the aerodynamic design variables, whereas
the MDF optimizer has the added burden of controlling
both the aerodynamic and structural design variables,
as well as satisfying the stress and thickness constraints
at each element. The fewer number of iterations re-
quired within the MDA is another advantage of the
asymmetric suboptimization architecture. This occurs
because the presence of the structural optimization in
the MDA module makes the wing stiffer than it would
be otherwise (because the stress constraints need to
be satisfied). The stiffer wing limits the displacements,
resulting in better convergence of the aero-structural
cycle.

The timings of the first trial, listed in Table 3, do not
show the true potential of the new architecture. For
the reference trial, the new architecture takes almost
1,500 s longer overall than the MDF method. This is
largely due to the total time spent performing structural
analysis and optimization, which is the consequence
of having an optimizer in the MDA module. In ad-
dition, the time required to calculate the system-level
sensitivities after each MDA solution is greater for
the new architecture, due to the second-order terms.
However, as shown in Fig. 3, the asymmetric subopti-
mization method converges to the optimum with fewer
evaluations of the coupled system, as compared to the
MDF method. With fewer MDA iterations, the new
architecture succeeds in reducing the amount of time
performing aerodynamics analysis, accomplishing the
goal of the proposed formulation.

Fig. 3 Range convergence plots for Trial 1

We now derive the performance metric used to eval-
uate the new approach: the ratio of the aerodynamic
solver time to structural solver time required to make
the asymmetric suboptimization and MDF cost the
same overall. The total time required by MDF can be
broken down as follows,

Ttotal = N (TA + TS) + TO, (29)

where N is the total number of aero-structural itera-
tions, TA is the time for an aerodynamic analysis, TS

is the time for a structural analysis, and TO represents
the overhead, which is the rest of the time and is
composed primarily of the time spent computing the
MDA sensitivities. Similarly, the total time of the new
method can be broken down as,

T ′
total = N′ (TA + TSO) + T ′

O, (30)

where TSO is the time required for a single structural
suboptimization. Equating the two total times and solv-
ing for the ratio yields,

TA

TS
= 1

N′ − N

[
TO − T ′

O

TS
+ N − N′ TSO

TS

]
. (31)

This equation expresses the ratio of computational cost
between the aerodynamic and structural solvers that is
needed for the new method to break even with MDF. A
ratio greater than the one calculated using this formula
indicates a situation where the new method is the more
efficient approach.

For Trial 1, the computed ratio is 9.53 and is shown
as the last column in Table 3. These ratios will be
used as the main metric during our discussion of the
different comparison trials. As higher-fidelity scenarios
involve an aerodynamic solution time at least an order
of magnitude greater than the structural solution, a time
ratio less than ten is a favorable result for the new ar-
chitecture. Certain high-fidelity frameworks might even
encounter aerodynamic-to-structural time ratios of up
to 103, depending on the particular solvers being used.

The effect of independently varying the four parame-
ters (Nt, Nγ , Nelem, and Npanel) will now be investigated.

3.2 Increasing the number of structural design
variables

Trials 2 and 3 in Table 3 show the effect of increasing
the number of structural design variables. For the MDF
method, the added design variables result in a few
additional optimization iterations, which translates into
proportional increases in the structural, aerodynamic,
and sensitivity analysis times. For the new architecture,
the additional structural variables do not change the
system-level problem.
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The added structural variables complicate the sub-
space optimization of the new architecture, causing
longer structural times. The constraint gradients are
the main cause for this delay, because the computa-
tional time of the complex-step method scales with the
number of design variables. Increasing Nt also slows
down the total MDA sensitivity time for the new ar-
chitecture. The thickness variables act as state variables
of the structural optimization residuals, and increasing
Nt increases the size of the sensitivity matrices. Sub-
sequently, increasing Nt exhibits an unfavorable trend
for the asymmetric suboptimization method, and the
required aerodynamic-to-structural time ratio increases
significantly.

3.3 Increasing the number of aerodynamic design
variables

Trials 4 and 5 in Table 3 show the effect of increasing
the number of aerodynamic design variables. Increas-
ing the number of jig twists has a considerable effect on
the number of MDF iterations required. The number of
system-level iterations of the new architecture increases
as well, but not as drastically, due to the absence of
constraints.

For both architectures, the structural, aerodynamic,
and MDA sensitivity times increase relative to the
reference trial. However, this increase is directly pro-
portional to the increase in MDA evaluations, and as
a result, the trend favors the new architecture. The re-
quired aerodynamic-to-structural time ratio decreases,
and a further increase in Nγ would result in the new
formulation being more computationally efficient than
the MDF approach.

3.4 Increasing the structural model fidelity

Trials 6 and 7 demonstrate what happens with a larger
number of structural elements, which increases both
the fidelity of the structural analysis and the amount of
structural constraints.

For the MDF approach, these added constraints only
slightly increase the number of optimizer iterations.
These additional states significantly affect the structural
subspace optimization. The time required to compute
the constraints and their sensitivities increases with the
number of elements, because each stress evaluation
involves solving the structural residuals. However, the
increase in time required to evaluate the MDA sensi-
tivities is the dominating factor. As the MDF method
requires over three times as many MDA evaluations as
the new architecture, the total time dedicated to calcu-
lating the system-level sensitivities is much greater. As

a result, the new architecture shows a favorable trend,
as shown by the decrease in the required aerodynamic-
to-structural ratio.

3.5 Increasing the aerodynamic model fidelity

Finally, Trials 8 and 9, reveal the effect of an increased
number of panels and, consequently, an increased num-
ber of aerodynamic states (w). This leads to a more
costly aerodynamic analysis, and Trial 9 is the first MDF
trial where the aerodynamic analysis is more expensive
to compute than the structural analysis.

The larger aerodynamic state vector also increases
the MDA sensitivity times of both architectures, but
the total MDF times increase more rapidly due to the
higher number of MDA evaluations. Thus, for both
Trials 8 and 9, the total MDA sensitivity time is lower
for the proposed architecture. As a result, the required
aerodynamic-to-structural ratio decreases with increas-
ing panels, and Trial 9 illustrates a situation where the
new asymmetric suboptimization method is the faster
approach.

3.6 Summary

The different performance comparisons show that the
new asymmetric suboptimization method exhibits an
unfavorable trend when the number of structural de-
sign variables are increased and a favorable trend when
the number of aerodynamic design variables or the
fidelity of the analyses are increased. This indicates
that the new architecture becomes the more efficient
approach under two conditions: either when the new
formulation adequately reduces the number of MDA
evaluations or when there is a large enough discrep-
ancy between disciplinary solution times. In other
words, if the simplified system-level problem results
in significantly fewer calls to the coupled system, the
new architecture is the better approach. Similarly, if
the ratio of aerodynamic-to-structural solution times
is large enough, the new architecture again becomes
the more attractive method. A design problem that
involves many constraint-critical design variables and
that employs a computationally intensive aerodynamics
solver satisfies both conditions and presents an ideal
application for the new architecture.

4 Conclusions

We developed a new subspace optimization method for
performing aero-structural design that uses a coupled
adjoint sensitivity method for determining the required



70 I.R. Chittick, J.R.R.A. Martins

system-level derivatives. We showed that this asym-
metric suboptimization approach offers computational
advantages when compared to the traditional MDF
method: it simplifies the system-level problem, result-
ing in fewer calls to the MDA module, fewer total
iterations, and fewer evaluations of the aerodynamic
analysis.

Simple extrapolations of the results demonstrate that
the new architecture becomes increasingly attractive, as
either the number of aerodynamic design variables or
the fidelity of the aero-structural analysis is increased.
This was possible due to the sensitivity equations that
were developed, which involve including the structural
optimization residuals in the coupled adjoint sensitivity
equations.

More generally, the adjoint CPOS method devel-
oped herein can be applied to any MDO problem and
is particularly suited to problems where there are large
discrepancies between the computational costs of the
disciplinary solvers.

References

Braun RD, Kroo IM, Gage PJ (1993) Post-optimality analysis in
aerospace vehicle design. In: Proceedings of the AIAA air-
craft design, systems and operations meeting, Monterey. CA,
AIAA, pp 93–3932

Braun RD, Gage PJ, Kroo IM, Sobieski IP (1996) Implementa-
tion and performance issues in collaborative optimization.
AIAA Paper pp 96–4017

Chattopadhyay A, Pagaldipti N (1995) A multidisciplinary opti-
mization using semi-analytical sensitivity analysis procedure
and multilevel decomposition. Comput Math Appl 29(7):
55–66

Cramer EJ, Dennis JE, Frank PD, Lewis RM, Shubin GR (1994)
Problem formulation for multidisciplinary optimization.
SIAM J Optim 4(4):754–776, http://citeseer.nj.nec.com/
article/cramer93problem.html

Giunta AA (2000) A novel sensitivity analysis method for high
fidelity multidisciplinary optimization of aero-structural sys-
tems. AIAA Paper 2000–0683

Kodiyalam S, Sobieszczanski-Sobieski J (2002) Bilevel integrated
system synthesis with response surfaces. AIAA J 38(8):
1479–1485

Kroo IM (1997) MDO for large-scale design. In: Multi-
disciplinary design optimization: state-of-the-art, SIAM,
Philadelphia

Martins JRRA, Alonso JJ, Reuther JJ (2004) High-fidelity
aerostructural design optimization of a supersonic business
jet. J Aircr 41(3):523–530

Martins JRRA, Alonso JJ, Reuther JJ (2005) A coupled-adjoint
sensitivity analysis method for high-fidelity aero-structural
design. Optim Eng 6(1):33–62, http://www.kluweronline.
com/issn/1389-4420/contents

Martins JRRA, Sturdza P, Alonso JJ (2003) The complex-
step derivative approximation. ACM Trans Math Softw
29(3):245–262, http://doi.acm.org/10.1145/838250.838251

Maute K, Nikbay M, Farhat C (2001) Coupled analytical sensitiv-
ity analysis and optimization of three-dimensional nonlinear
aeroelastic systems. AIAA J 39(11):2051–2061

Poon NMK, Martins JRRA (2007) An adaptive approach to con-
straint aggregation using adjoint sensitivity analysis. Struct
Multidisc Optim 30(1):61–73

Sobieski IP, Kroo IM (2000) Collaborative optimization using
response surface estimation. AIAA J 38(10):1931–1938

Sobieszczanski-Sobieski J (1990) Sensitivity of complex, inter-
nally coupled systems. AIAA J 28(1):153–160

Sobieszczanski-Sobieski J, Haftka RT (1997) Multidisciplinary
aerospace design optimization: survey of recent develop-
ments. Struct Optim 14(1):1–23

Sobieszczanski-Sobieski J, Agte JS, Robert R, Sandusky J (1998)
Bi-level integrated system synthesis (BLISS). AIAA Paper
98–4916

Squire W, Trapp G (1998) Using complex variables to esti-
mate derivatives of real functions. SIAM Rev 40(1):110–112,
http://epubs.siam.org/sam-bin/dbq/article/31241

Tedford NP, Martins JRRA (2006) On the common structure of
MDO problems: a comparison of architectures. In: Proceed-
ings of the 11th AIAA/ISSMO multidisciplinary analysis and
optimization conference, Portsmouth, VA, AIAA 2006-7080

Tribes C, Dube JF, Trépanier JY (2005) Decomposition of mul-
tidisciplinary optimization problems: formulations and ap-
plication to a simplified wing design. Eng Optim 37(8):
775–796

http://citeseer.nj.nec.com/article/cramer93problem.html
http://citeseer.nj.nec.com/article/cramer93problem.html
http://www.kluweronline.com/issn/1389-4420/contents
http://www.kluweronline.com/issn/1389-4420/contents
http://doi.acm.org/10.1145/838250.838251
http://epubs.siam.org/sam-bin/dbq/article/31241

	Aero-structural optimization using adjoint coupled post-optimality sensitivities
	Abstract
	Introduction
	MDO architectures
	Motivation
	Architecture implementation
	Aero-structural model

	Coupled post-optimality sensitivities (CPOS)
	Aerodynamic residuals
	Structural residuals
	Structural optimization residuals
	Aerodynamic sensitivities
	Structural analysis sensitivities
	Structural optimization sensitivities

	Results and discussion
	Reference trial
	Increasing the number of structural design variables
	Increasing the number of aerodynamic design variables
	Increasing the structural model fidelity
	Increasing the aerodynamic model fidelity
	Summary

	Conclusions
	References




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


