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Boundary layer ingestion (BLI) promises increased aircraft efficiency, but excessive inlet

distortion must be avoided to prevent fans that are too heavy or structurally infeasible. We

propose a newapproach to study the effect of distortion onBLIpropulsors via an aeropropulsive

design optimization with a constraint on inlet distortion using highly efficient gradient-based

methods with analytic derivatives. The fully coupled aeropropulsive model includes a 3-D

RANS aerodynamic analysis of the flow and a thermodynamic cycle model of the propulsor

fan. We minimize the shaft power required at cruise for the aft BLI thruster by varying the

propulsor size and the shape of the propulsor nacelle and aft fuselage. Optimizations are

performed with and without the inlet distortion constraint for different aft propulsor sizes to

study the impact of the constraint on overall BLI performance. The results show that imposing

a distortion constraint increased the required propulsor shaft power by up to 1.2% relative

to the unconstrained case, and that smaller propulsors suffer lower performance degradation

than larger ones. The results underline the importance of using a fully-coupled aeropropulsive

model to predict BLI performance and demonstrate the power of aeropropulsive optimization

in the design of BLI configurations.
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�! = lift coefficient

� = force

FPR = fan pressure ratio

®f visc = surface force per unit area

6geo = geometric thickness of the nacelle relative to the baseline

¤< = mass flow rate

" = Mach number

=̂ = vector normal to a surface

NPR = nozzle pressure ratio

? = pressure

% = fan shaft power required for propulsor

PSC = power saving coefficient

' = ideal gas constant

R = residual

( = entropy

+ = air velocity

- = shape design variables for optimization

U = angle of attack

[ = efficiency

^ = ARP1420 distortion metric

ˆ̂ = aggregated ARP1420 distortion metric

d = air density

\ = angular position on the fan face

Superscripts

prop = values defined in the propulsion model

ff = values computed on the plane of the fan face

(̄) = average quantity

Subscripts

BLI = quantity defined for a BLI propulsor

in = flow entering the fan

net = quantity integrated over the entire aircraft surface

out = flow leaving the fan
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ref = reference quantity

B = static thermodynamic quantity

C = total thermodynamic quantity

∞ = freestream value

I. Introduction
Recently, there has been a resurgence of interest in boundary layer ingestion (BLI) as a way to increase aircraft

efficiency. This resurgence has been motivated in part by developments in electric propulsion systems, which provide

more flexibility in the location and number of propulsors. BLI for aircraft applications was first proposed by Smith and

Roberts [1] in a 1947 paper that studied the use of jet intakes embedded in the boundary layer as a means to maintain

laminar flow and reduce aircraft drag. Aircraft applications for BLI were not examined in further detail initially, but the

idea was studied under the term “wake ingestion” for marine applications in the 1960’s [2, 3]. Much later, a 1993 paper

by Smith [4] combined boundary layer analysis with basic propulsion modeling to show the potential for significant

fuel burn reduction. Inlet distortion and its effect on BLI performance is a notable topic missing from all of this early

research. Distortion, if not accounted for in the design of a BLI propulsor, will at best partially offset the BLI benefit, and

at worst, cause structural failure of the propulsor fan blades. More recent work examined the impact of inlet distortion

both computationally [5, 6] and through a wind tunnel test of a fan designed specifically for highly distorted flow [7–10].

The early work considered the sizing of BLI propulsors, and the later work examined the effects of distortion on a fixed

size propulsor. The aim of this work is to consider both issues at the same time and to evaluate the impact of distortion

across a range of BLI propulsor sizes. We examine a series of optimized BLI propulsors for NASA’s STARC-ABL

aircraft concept [11] for three propulsor sizes with and without a constraint on allowable inlet distortion.

The fully coupled aeropropulsive analysis used in this work poses a fundamental book keeping problem. Smith [4]

stated that for BLI applications, thrust and drag are not separable quantities, as assumed in the classical definition of

propulsive efficiency. When using this classical definition, the propulsive efficiency of BLI can be greater than one,

making it an ill-defined metric in this case [12, pp. 215–217]. Smith developed an alternative power-based metric to

evaluate the performance of BLI propulsion called the power saving coefficient (PSC), which is defined as

PSC =
% − %BLI

%
. (1)

This metric captures the relative difference between the propulsive power required for an aircraft at a given operating

condition with BLI (%BLI) to an aircraft without BLI (%). Smith [4] predicted PSC values in the range of 0.1 to 0.5,

corresponding to a reduction between 10% and 50% in the propulsive power required with BLI.

Further work by Drela [13] proposed a unified power balance accounting scheme that allowed the calculation of the
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power saving coefficient in a consistent and well-defined manner for a combination of airframe and propulsion systems.

The crucial insight from the work of Betz, Smith, and Drela is that traditional thrust-drag based accounting schemes do

not work well in coupled aeropropulsive problems and that power-based accounting methods are more appropriate.

Therefore, instead of optimizing for traditional performance metrics like thrust and drag, we focus on the shaft power

required for the propulsor instead. Since 2000, a number of conceptual design studies have examined the aircraft-level

benefits of BLI propulsion systems considering a wide range of fuselage and propulsor configurations [11, 14–20].

All of these system-level studies were performed with uncoupled models the BLI system. We consider the models to

be “uncoupled” when the coupling between the aerodynamic and propulsion models is only in one direction, as defined

by Hendricks [21]. Hendricks notes that the direction of communication is not important; fixed inlet flow conditions can

be passed from the aerodynamic model or fixed propulsion boundary conditions can be passed from the propulsion

model. As long as the communication is unidirectional, then we consider the models uncoupled because they lack the

feedback necessary to capture the full aeropropulsive interaction.

NASA’s STARC-ABL configuration, first proposed by Welstead and Felder [11], is relatively conventional compared

to other configurations. As shown in Fig. 1, it is a tube-with-wings configuration that uses an aft-mounted electrically-

powered BLI propulsor in conjunction with two traditional under-wing engines. Like other conceptual design studies,

Welstead and Felder [11] used an uncoupled analysis for the propulsor. All of these studies neglected the impact of inlet

distortion on the BLI performance, or accounted for it only indirectly via a small decrement to fan-efficiency.

Fig. 1 STARC-ABL aircraft geometry including the vertical tail and aft-mounted BLI propulsor.

In our prior work, we demonstrated the importance of using a fully-coupled aeropropulsive model—versus an

uncoupled model—to predict BLI performance [22, 23]. The coupled model predicts different propulsor inlet conditions

and a different surface pressure distribution on the fuselage. These effects dominate the overall performance predictions
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for BLI [22]. The analysis in that work was performed on a simplified 2-D geometry based on the STARC-ABL

configuration.

In a follow-up study using that 2-D geometry and the fully coupled aeropropulsive model, we performed a design

study focused on sizing the propulsor using gradient-based optimization [23]. Those results showed that the BLI

system offered reductions between 1% and 4.6% in total power required for cruise, depending on the assumption made

about the power transmission efficiency of the turboelectric system. The variation of system-level performance with

transmission efficiency—which governs how much power is lost by moving it from under-wing generators to the aft

mounted propulsor—established it as a key design assumption for the BLI system. These two papers predicted a

significantly smaller BLI performance benefit than the original prediction of 12% by Welstead and Felder [11], but the

new results were based on a more rigorous power-based accounting scheme and fully coupled aeropropulsive models.

Subsequent results by Bowman et al. [24] re-examined the original calculations by Welstead and Felder and revised

their prediction down to a 3.4% improvement over the baseline. This was due to a more complete force accounting

scheme that included previously missed ram drag effects. The updated results of Bowman et al. corroborate the results

by the authors. However, a separate study by Hall et al. [25] that used Drela’s power balance scheme found that the

STARC-ABL concept sized by Welstead and Felder would perform 5% worse than a conventional baseline. By shrinking

the after propulsor significantly, Hall et al., found they could reduce that figure to 0.5% worse than the baseline, but it

was still worse. This large spread in the predictions from various studies serves to underscore the need for fully-coupled

analysis to reduce the potential sources of discrepancy.

Recent aerodynamic analysis of the STARC-ABL configuration has clearly shown that 3-D aerodynamic models are

necessary to accurately predict the airflow over the aft fuselage and to capture inlet distortion effects. Rodriguez [26]

reached similar conclusions by using a combination of 2-D and 3-D aerodynamic models to perform the first shape

optimization of a BLI propulsor for a blended-wing-body configuration. He showed that 2-D models were insufficient

when applying a distortion constraint. Recent wind tunnel tests of a BLI configuration have confirmed that inlet flow

distortion is a prominent feature in BLI applications and that accounting for it in the fan design is an important practical

consideration in terms of BLI system performance and structural design [8]. Distortion can lower turbomachinery

efficiency and lead to reduced life for turbomachinery due to large cyclic structural loadings. In the extreme, distortion

could lead to fan blade structural failure. Therefore, it is important to have a design capability that can address distortion,

which requires full 3-D, non-axisymmetric, aeropropulsive modeling.

Rodriguez [26, 27] treated inlet distortion as a constraint and concluded that the aerodynamic design variables he

used could only reduce distortion by a small amount for the blended-wing-body configuration he considered. Later,

in two independent studies—Ordaz et al. [5] and Kenway and Kiris [6]—sought to minimize inlet distortion for aft

BLI thrusters with aerodynamic shape optimizations (i.e., they used distortion as the objective function) and had more

success in reducing the distortion levels relative to the baseline. Kenway and Kiris [6] identified two causes of distortion
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at the propulsor fan face: the non-axisymmetric fuselage and the wing downwash. Their results showed that the fuselage

geometry causes minor flow asymmetry, but that the wing downwash contributed much more to the distortion. In the all

the work cited above, the propulsor size was always fixed and the fan design (i.e., the FPR) was also fixed.

Given the non-axisymmetric nature of the flow over the aft propulsor of the STARC-ABL concept, it is reasonable

to assume that distortion varies with changes in the BLI propulsor size, which in turn affects the performance. This

variation is in addition to the inherent changes in BLI propulsor performance as it changes size and ingests more or

less of the boundary layer. All of these confounding factors beg the question: How should the thrust split between the

under-wing engines and aft-propulsor be determined? Answering this question is key to performing sizing studies for a

STARC-ABL aircraft because the relative size of the two propulsion sub-systems is a critical design decision.

Motivated by the need to consider both distortion and aft propulsor size, we present an aeropropulsive design

optimization of the STARC-ABL BLI propulsor that includes both aerodynamic and propulsion design variables.

Similar to prior work, the optimization is performed using gradient-based optimization combined with a fully-coupled

aeropropulsive model. The models used in this work are built with the OpenMDAO framework [28], which enables

the computation of derivatives for the fully-coupled model. A key difference in this work compared to the previous

distortion studies is the inclusion of propulsion design variables and a large variation in propulsor sizing for the final

optimized results. We use a body-force model in the aerodynamic analysis [18, 29] to model the aft-propulsor thrust and

a separate thermodynamic cycle analysis to model the propulsor shaft power. This splits the physical system into two

disciplinary models, which is a new approach to coupled aeropropulsive modeling and one of the primary contributions

of this work. The aerodynamic and propulsion models are detailed in Secs. II and III, respectively. The results from this

design study are the first to provide a quantitative analysis of the impact of fan distortion on BLI propulsor sizing and

constitute another primary contribution of this paper. The optimization problem formulation and corresponding results

are presented in Sec. IV.

II. Aerodynamic Model

A. Aircraft Geometry

The STARC-ABL geometry shown in Fig. 1 is modeled with the OpenVSP geometry engine [30], which outputs a

surface discretization for each component in the mesh individually. A rigid link interpolation scheme is used to connect

the OpenVSP surface discretization to the surface discretization of the computational fluid dynamics (CFD) mesh.

Changes in the surface CFD mesh are propagated to the volume mesh via an inverse distance weighting implementation

of mesh-morphing [31].

Figure 2 illustrates the shape parameterization for the aft-fuselage and BLI propulsors. OpenVSP defines surfaces

using Bézier curves, which for the fuselage and nacelle are parameterized using cross sections to define surface radii and
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then local tangent strength and angle to define surface curvature. The red cross sections represent elliptical shapes with

independent control of height and width. The yellow cross sections indicate circular shapes, which are parameterized

using a single diameter variable. In addition to separate control over each cross section, there is also a global design

variable for the nacelle diameter that scales all the cross sections together. A total of 25 shape variables is used to define

the surface of the aft-fuselage, nacelle, and nozzle plug.

Circle Diameter

Ellipse Height

+

Ellipse Width

Surface Angle

+

Tangent Strength

Nacelle Diameter

Fig. 2 Location of cross sections and shape parameterization types used to define the aft propulsor geometry
in OpenVSP.

B. CFD Solver: ADflow

For the aerodynamic analysis, we use the open-source CFD solver ADflow [32].∗ ADflow uses an approximate

Newton–Krylov approach to solve the Reynolds averaged Navier Stokes (RANS) equations [33] and it includes an

adjoint implementation that efficiently computes derivatives for gradient-based optimization [34]. The overset meshes

are generated using the Chimera Grid Tools [35] and an implicit hole cutting scheme [31]. The mesh—shown in

Fig. 3—is composed of eight different sub-meshes for a total of 6 million cells.
∗https://github.com/mdolab/adflow
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Fig. 3 Overset mesh of the model showing the surface �? contours for the nominal cruise flight condition.

The aircraft wing was optimized for minimum drag in prior work using a 5-point multipoint stencil around the

nominal cruise condition (" = 0.785 at 37,000 ft). The wing geometry is held fixed at this previously optimized design

for all studies performed in this work. The BLI propulsor is modeled using a body-force zone [29, 36, 37], which

imparts the effect of the fan on the flow without needing to model the fan itself. The effect of the body-force zone is

highlighted in Fig. 4, where the contours of total pressure indicate the pressure rise that captures the effect of the fan.

Fig. 4 Side view of the BLI propulsor, including the body-force zone, where the color contours show the
increased total pressure after the fan.

C. Mesh Convergence Study

A mesh convergence study study is performed to verify the model convergence properties. This study considers

three different mesh refinement levels: coarse, medium, and fine, with roughly 6 million, 17 million, and 49 million
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cells, respectively. All the analyses for this mesh convergence study are done for the baseline aft fuselage geometry

with the pre-optimized wing shape. Richardson extrapolation estimates of the continuum value for two key metrics are

performed to show that the model converges to a reasonable value as the mesh spacing is decreased. The optimizations

performed in this work were done using the coarsest mesh (6 million cells), to achieve a reasonable computational cost.

Mesh convergence results for the net force coefficient (�F) are show in Fig. 5, which result in a continuum value of

66 force counts. We also examine the distortion metric to ensure that this new aerodynamic functional also has good

convergence properties. Figure 6 shows that the Richardson extrapolation predicts a continuum value of 0.04255 for

the aggregated distortion metric ( ˆ̂). These convergence studies show second order convergence behavior, which is

expected given the second-order finite-volume scheme used in ADflow. The calculation of the aggregated distortion

metric is detailed in Sec. IV; Fig. 6 shows that it does converge as expected as the mesh is refined.

0× 10−6 5× 10−6 1× 10−5 1.5× 10−5 2× 10−5 2.5× 10−5 3× 10−5

Grid Factor (N−
2
3 )

66.0

66.5

67.0

67.5

68.0

CF × 104

6× 106 Cells

17× 106 Cells

50× 106 Cells

model

Richardson extrapolation

Fig. 5 Net force coefficient mesh convergence study for the 3-D STARC-ABL aerodynamic model.

D. Force Accounting

In conventional aircraft designs, the fluid domain can usually be separated into internal and external flows, which is

convenient for bookkeeping. Surfaces exposed to external flow, (such as wings, nacelles, and fuselage) count towards

drag, while surfaces immersed in internal flow (such as engine walls) count towards thrust. Unfortunately, this distinction

breaks down for BLI because there are aerodynamic surfaces that are exposed to both internal and external flows (such

as the aft fuselage of the STARC-ABL configuration), justifying the need for a different approach.

In this work, when forces are required, thrust-drag components are not separated. Instead, a signed force (or force

coefficient) is computed by integrating pressure and viscous forces on all the walls in the aerodynamic model and then

adding the force contribution from the body-force zone [29]. This additional force represents the effect of the fan inside
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Fig. 6 Aggregated distortion metric mesh convergence study for the 3-D STARC-ABL aerodynamic model.

the CFD model (see Fig. 4). The total force coefficient on the aircraft is computed by:

�� =
2

d∞+2
∞�ref

[∬
(

(
(? − ?∞) n̂ + ®f visc

)
3( + ( ®�BLI · ˆnBLI)

]
, (2)

where �BLI represents the force contribution from the body-force zone in the aft propulsor. This is not the same as the

net thrust from that propulsor, but rather, it is the net force that would be felt by the fan itself. The integration surface, (,

is composed of every wall of the airframe: wing, tail, fuselage, and the inside and outside of the propulsor nacelle.

The net force coefficient, �� , corresponds to force on the entire wing-fuselage-tail-propulsor system and is a signed

quantity. A positive value indicates deceleration, while a negative value indicates acceleration. This net force does

not include the contribution from the under-wing propulsor because they are not modeled in this work. For a cruise

condition with a constant velocity, the net force coefficient of the entire aircraft should be zero, but here �� is a positive

quantity that represents the required force coefficient that must be generated by the under-wing engines to reach a steady

cruise condition.

III. Propulsion Model

A. Conservative Aeropropulsive Transfer

The thermodynamic cycle propulsion model requires scalar flow quantities as inputs, but the aerodynamic analysis

computes the flow quantities as a nonuniform distribution over a 2-D plane that serves as the interface between the two

models. The 2-D data needs to be averaged in a conservative fashion so that the correct net force on the boundary is
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retained in both analyses.

There are a number of different approaches to do this averaging while conserving the flow quantities. Livesey

and Hugh [38] and Livesey [39] compared a number of different methods for the purpose of computing scalar values

from experimental rake data. They concluded that an entropy-conserving approach was the most useful in that context

because it ensured physically meaningful pressure loss coefficients when the averaged values are compared at multiple

axial locations. However, this approach does not preserve momentum flux in the axial direction.

In our application, the interface plane represents a transition from one analysis to another at a single axial location.

We seek to have the same net force on the interface plane between the two analyses. The force is determined by the static

pressure and the momentum flux through the interface plane, so these are the quantities we seek to conserve. Typically

in cycle analysis tools, all performance calculations are based on the total properties of the flow so matching static

properties may seem nonintuitive, but the choice is based on the desire to have consistent momentum flux across the

interface plane. In the aerodynamic analysis, the force normal to any plane is computed by

�( =

∬
(

[
(?B − ?∞) + d( ®+ − ®+∞) · n̂( ®+ · n̂)

]
3(. (3)

If we assume uniform values across the plane, so that the flow can be represented by scalar values, this simplifies to

�( =

[
( ?̄B − ?∞)� + ¤<

(
®̄+ − ®+∞

)
· n̂

]
. (4)

Over any given plane, the total mass flow rate and area are

¤< =

∬
(

d ®+ · n̂3(, (5)

� =

∬
(

3(. (6)

Equating Eqs. (3) and (4), canceling out the ?∞ and +∞ terms, and separating the pressure and velocity components

yields

?̄B =
1
�

∬
(

?B3(, (7)

+̄ =
1
¤<

∬
(

d( ®+ · n̂)23(. (8)

These two equations show that the force-conserving averaging scheme of the propulsion model inflow conditions

should be chosen such that the static pressure matches the area-averaged static pressure and that the flow velocity

should match the mass-averaged velocity on the interface plane. To ensure this, we solve for the propulsor inlet total
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pressure (?propC ), total temperature ()prop
C ), and Mach number ("prop), such that the static properties in the propulsion

model matches averaged aerodynamic model quantities given by Eqs. (6), (7), and (8). Thus, the following three

residual equations must be satisfied to ensure that we have a force-conserving data transfer between the aerodynamic

and propulsion models:

R? ( ¤<, "prop, )
prop
C , ?

prop
C ) = ?

prop
B − ?̄B = 0 (9)

R) ( ¤<, "prop, )
prop
C , ?

prop
C ) = +prop − +̄ = 0 (10)

R" ( ¤<, "prop, )
prop
C , ?

prop
C ) = �prop − � = 0 . (11)

The mass flow (5) computed by the aerodynamic model is used as a direct input to the propulsion model, which provides

the last value needed to fully describe the thermodynamic cycle propulsion model flow state.

A consequence of this force-conserving scheme is that, while the static properties match between the aerodynamic

and propulsion codes (by design), the equivalent averaged total properties are not guaranteed to match each other. Total

properties do not exist in a concrete form in the real world, but instead represent an accounting scheme to track the total

energy and momentum of the flow in terms of thermodynamic properties. Thus, the exact values for the total properties

are highly dependent on the exact thermodynamic model used by the aerodynamic and propulsion codes. If the two

codes use different thermodynamic models, then the total properties will not match. In this work, the aerodynamic

model assumes a constant ratio of specific heats (W) and the propulsion model uses a more detailed model where W is not

constant [40]. Therefore, the total properties will not match exactly.

B. BLI Propulsor Model

Although the force from the BLI propulsor is modeled via a body-force zone in the aerodynamics model, a propulsion

model is still needed to compute the shaft power required to produce that force, accounting for the fan adiabatic efficiency.

The propulsion model is a thermodynamic cycle model built with the propulsion modeling library pyCycle [41, 42].

pyCycle provides a modular environment to construct any propulsion system by building up a model from a set of

“elements” (e.g., inlet, compressor, nozzle). pyCycle was chosen because it can efficiently compute analytic derivatives

for propulsion models, which is crucial for the gradient-based optimization algorithm used here. This BLI propulsor

model is composed of four cycle elements: Flow Start, Fan, Atmosphere, and Performance. The dependencies between

these elements are shown in Fig. 7 using an extended design structure matrix [43]. A Newton solver is used to converge

the implicit relationships within the model.

The CFD Start element relies on the Newton solver to implement the force-conserving force transfer scheme

described in Sec. III.A. The Atmosphere element uses the U.S. Standard Atmosphere 1976 [44] to compute the freestream

flow properties. The Fan and Performance elements include the thermodynamic model that computes the required shaft
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power, given the ¤< and the fan pressure ratio (FPR) computed by the aerodynamic analysis and the assumed power

transmission efficiency [trans. Figure 7 shows the connections between the four cycle elements of this model.

p̄s , V̄ , ṁ,A FPR, η∗polytropic ηtrans

Newton pt, ,Tt, , MN ηadiabatic

Rp,RT ,RMN Flow Start Fl O:*

Rη Fan P

Atmosphere p∞

Performance PBLI, NPR

Fig. 7 XDSM for the pyCycle BLI Fan model showing cycle elements in the propulsor model. Green elements
use explicit calculations, red elements use implicit calculations.

The model assumes a constant 97% fan polytropic efficiency ([polytropic), which matches the technology assumptions

for NASA’s N+3 high bypass ratio turbofan engine [45]. However, to enforce that assumption requires an additional

implicit residual equation because in pyCycle, the fan shaft power is a function of adiabatic efficiency ([adiabatic).

Furthermore, given [adiabatic, the model computes changes in entropy across the compressor, which it uses to compute

[polytropic as follows:

[polytropic =
' ln(FPR)

' ln(FPR) + (out − (in
. (12)

Thus, in order to have a model with constant [polytropic, we use Eqn. 12 to formulate the residual,

R[ (FPR, [adiabatic) =
[

' ln(FPR)
' ln(FPR) + (out − (in

]
− [∗polytropic = 0, (13)

where [∗polytropic is the target constant polytropic efficiency of 97%, keeping in mind that the entropy terms are themselves

implicitly related to both FPR and [adiabatic. The Newton solver in the propulsion model converges this additional

residual, along with all other residuals in the model.

The effect of holding a constant [polytropic is that [adiabatic—the quantity that directly impacts the shaft power—varies

with respect to FPR and is always less than 97%. Although we endeavored to capture this effect, it is extremely small

when considering the narrow FPR range observed in practice and when the assumption of constant [polytropic becomes
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less valid for larger changes in FPR. In the final results, the optimized FPR varied between 1.2 and 1.3 and the computed

[adiabatic was held constant at 0.969 when rounded to the third decimal place. In future work, it would be acceptable to

assume a constant [adiabatic, based on an offline calculation.

This model outputs the required generator power (%BLI) and the nozzle pressure ratio (NPR), which takes into

account [adiabatic and the power transmission efficiency ([trans). The objective of the optimization is to minimize %BLI

subject to an NPR constraint.

IV. Aeropropulsive Optimization

A. Optimization Problem

The performance of the BLI system was analyzed at the nominal cruise condition (" = 0.785 at an altitude of

37,000 ft). For steady cruise, the net force over the entire aircraft is zero, which means the thrust created by the wing

and tail propulsors must exactly balance the drag created by the rest of the airframe. A portion of the thrust is generated

by the under-wing propulsors and another portion is generated by the aft-propulsor. Since the under-wing engines are

not included in the aircraft model used in this work, the net force should be greater than zero. This computed net force

value represents the net-thrust required from those engines to reach a steady condition.

One primary consideration in the STARC-ABL propulsion system design is what the optimal split between the

under-wing and aft propulsors should be to achieve the lowest overall fuel consumption. A full aircraft design process

addressing this question requires many considerations, such as thermodynamic performance, propulsion system weight,

and aircraft center of gravity. In this work, we model only the thermodynamic performance of the aft-propulsor, and

hence cannot fully address this design question. However, to account for the propulsor sizing and its effect on the overall

aircraft performance, we consider optimized designs of BLI propulsors for three different sizes. The variations in the

aft-propulsor inversely correlate with the under-wing engine sizing, and we therefore are able to draw some conclusions

about the effect of propulsor sizing.

All optimizations were set up to minimize the shaft power required by the BLI propulsor at the cruise condition.

The design variables consist of the fuselage and propulsor shape variables described in Sec. II.A, the angle of attack,

and the applied BLI propulsor body force (i.e., the total force that would have been imparted to the flow by the fan in the

real propulsor), for a total of 27 design variables. The complete problem is described in Table 1. The constraints consist

of the cruise lift coefficient, 10 geometric thickness constraints, a minimum nozzle pressure ratio, and the target net

force. The nozzle pressure ratio constraint is not normally used in fan design, but we employ it instead of a constraint on

FPR because it was more well behaved in the shape optimization of the propulsor duct. The net force constraint is the

most physically significant because it ultimately sizes the BLI propulsor. We ran two sets of optimizations: one with the

distortion constraint ( ˆ̂) and one without. The value of the constraint on ˆ̂ was derived empirically by finding the lowest
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value that was achievable by the optimizer given the degrees of freedom it had available. When we tried lower values of

ˆ̂, the optimizations could not converge reliably for all power settings.

Table 1 Aeropropulsive design optimization problem.

Variable or function Description Quantity

minimize %BLI Shaft power required for the BLI propulsor

with respect to U Angle of attack 1
�BLI BLI propulsor body-force applied 1
-shape Fuselage and propulsor nacelle shape variables 25

Total 27

subject to �! = 0.5 Lift coefficient at cruise 1
0.99 ≤ 6geo ≤ 3.0 Geometric thickness 10
NPR ≥ 1.65 Nozzle pressure ratio 1
�net = �∗net Required net force on the body 1
ˆ̂ ≤ 0.035 Aggregated distortion metric 1

Total 14

We use the sign convention from the aerodynamic model, where the positive G-axis direction is defined from nose

to tail. Using this convention, positive values of net force over the whole body represent a decelerating force on the

body. Since the aerodynamic model excludes the under-wing propulsors, the �net computed by this model represents a

net decelerating force. On the real aircraft in steady flight, that decelerating force must be balanced by the thrust from

the under-wing propulsors. In other words, a larger �net corresponds to larger under-wing propulsors and a smaller

aft-propulsor, and vice-versa.

Figure 8 shows the data dependencies between the different analyses in the fully coupled aeropropulsive optimization

using an XDSM diagram [43]. The four analyses are coupled using OpenMDAO [28], which solves the nonlinear

analysis and computes the total derivatives needed by the optimizer using a coupled-adjoint approach [46, 47]. The

individual design feasible (IDF) MDO architecture is used to enforce the coupling [48].

The geometry engine used in this work is OpenVSP [30], which is integrated in the ADflow component. The VSP

Preprocessing component shown in Fig. 8 is responsible for preparing the data for OpenVSP. OpenVSP exposes a

number of parameters that control the shape and diameters of individual cross-sections on both the fuselage, BLI nacelle,

and wing. However, for this work, a number of those parameters were linked together to provide a more physically

meaningful geometry parameterization by defining a single global diameter parameter for the nacelle, as described

in Sec. II.A. For example, the sharp trailing edge of the nacelle is parameterized with two separate diameters in the

OpenVSP model: one for the upper surface and one for the lower surface. These two diameters have the same value so

that the geometry stays water tight. This is accomplished via the VSP Preprocessing component in the model, which

takes a set of design variables and relates them to the actual OpenVSP model inputs.
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Mach, altitude Mach, altitude, ηtrans

Optimizer XDV FBLI

VSP Preprocessing Xshape

CL, ggeo,Fnet ADflow pff
t FPR, ṁ, V̄ , p̄s , A

κ̂ ARP1420 Distortion

Pshaft,BLI,NPR pyCycle: BLI Fan

Fig. 8 XDSM diagram of the full optimization problem formulation. Green elements represent explicit
calculations, while red elements represent implicit calculations; The red octagon indicates that “pyCycle: BLI
Fan” has internal sub-models. The sub-models are shown in Fig. 7.

The ARP1420 Distortion component implements the distortion metric from the “Gas Turbine Engine Inlet Flow

Distortion Guidelines” ARP1420 standard [49], using the scheme developed by Kenway and Kiris [6]. The metric

captures the magnitude of the circumferential variation in total pressure across the fan face as

^8 =
?̆C

ff,8 − ?̄Cff,8

?̄C
ff,8 , (14)

where superscript ff denotes quantities taken at the fan face and superscript 8 denotes a specific radial ring of pressure

measurements. There are two mean pressure values here: ?̄Cff is the overall mean total pressure and ?̆Cff and is the total

pressure averaged among all the values that are below ?̄C
ff. These two metrics are illustrated in the right-hand side of

Fig. 9, which shows a notional pressure trace taken at a single radial location.

In this model, we have five radial measurement locations with 30 sensors distributed evenly in the circumferential

direction, yielding a total of 150 sensors, as shown on the left side of Fig. 9. The five distortion measurements from

each of the five radii are aggregated with a KS function [50], which yields a smoothed maximum value ( ˆ̂) that can be

used as a single additional constraint in the optimization:

ˆ̂ =
1

200
ln


4∑
8=0

4200^8
 . (15)

Our model quantifies some but not all of the adverse effects of distortion. High distortion levels can impact the inlet

pressure recovery and also reduce fan efficiency. The inlet distortion effects are implicitly accounted for in the CFD
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Fig. 9 ARP1420 distortion calculation diagram, showing the pressure rake locations (left) and a notional
pressure trace taken across a single radial measurement stations (right).

simulation, which includes the inlet. Any loss of total pressure between the inlet highlight and the fan-face registers as a

lower mass-averaged velocity at the fan-face, and is passed to the propulsion system via the aeropropulsive transfer

scheme (discussed in Sec. III.A). On the other hand, the effect of distortion on fan efficiency was not considered in

this work because no metric currently exists for this. Given the relatively low distortion levels in this aft-propulsor

style configuration, we speculate that the fan efficiency effects would be minimal, but other configurations may require

accounting for this effect.

B. Optimization Results

Three pairs of optimizations were performed for different thrust values, �∗net = {9000, 11000, 13000} N. These

values were chosen so that the �∗net = 13000 case (the smallest BLI propulsor) is close the 3500 hp (2610 kW) fan

shaft power that was used in the original work by Welstead and Felder [11]. This was done to provide results that

could be compared and used in future sizing studies. When normalized by freestream conditions and wing area, these

forces correspond to a force coefficient of �� × 104 = {90.39, 110.5, 130.6}. As previously mentioned, two sets of

optimizations were performed: one with the distortion constraint and another without.

The key performance metrics resulting from each optimization are listed in Table 2. The 9000 N case yields the

largest aft-propulsor and hence requires the most shaft power. Compared to the 9000 N case, the 11000 N case requires

22% more thrust from the under-wing propulsors and uses 14.6% less shaft power for the BLI propulsor. The 13000 N

case requires 44% more thrust from the under-wing propulsors and uses 29.2% less shaft power for the aft propulsor. In

all three cases, the NPR constraint limits the FPR from going below 1.23.

The main conclusion from the data in Table 2 is that the impact of the distortion constraint on the BLI propulsor
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Table 2 Optimization results for the 3-D STARC-ABL aeropropulsive optimization comparing unconstrained
and distortion-constrained cases.

No ^ constraint Constrained ^

�� × 104 FPR ^ ( ˆ̂) % (kW) FPR ^ ( ˆ̂) Δ%(%)

90.39 1.233 0.0440 (0.0447) 3646.5 1.236 0.0300 (0.0350) 1.2
110.5 1.271 0.0426 (0.0434) 3177.9 1.308 0.0313 (0.0348) 0.9
130.6 1.286 0.0403 (0.0413) 2623.3 1.286 0.0312 (0.0350) 0.12

performance is always to reduce the effectiveness of the BLI propulsor and that the size of that reduction is a function

of the propulsor diameter. The largest BLI propulsor (�� × 104 = 90.39) requires 1.2% more shaft power for the

distortion constrained case to reach the same overall net force on the body compared the non constrained case. That

case also had the highest distortion for the unconstrained optimization, which partially explains the large impact of the

distortion constraint because it was effectively more restrictive. The largest propulsor ingests some of the freestream

outside the boundary layer on the upper side of the aircraft fuselage, which contributes to the increased distortion in the

unconstrained case.

These results may seem counterintuitive, since in a podded configuration lower distortion would typically lead to

increased propulsor performance, yet the aeropropulsive BLI system shows the opposite trend. Recall that the reduction

in distortion when the constraint is applied is achieved through changed so the aft fuselage and nacelle shape. These

changes will impact not only inlet distortion, but also inlet performance (i.e. pressure recovery) and aerodynamic forces

(i.e. pressure and viscous forces) as well. If inlet pressure recovery goes down or if fuselage or inlet drag goes up, then a

larger propulsor is needed to achieve the net-zero force constraint and the required shaft power increases. It is possible

that some of that increased power requirement could be mitigated by improved fan efficiency, however the impact of

inlet distortion on fan efficiency (negative or positive) was not modeled in this work.

The trend of FPR vs. �� is different for the unconstrained and distortion-constrained cases. For the unconstrained

case, the optimal FPR increases monotonically, but that trend changes when the distortion constraint is applied. The

distortion constraint was numerically challenging for the optimizer, and the �� × 104 = 110.5 case did not converge as

tightly as the other cases—as evidenced by the slightly lower value of ˆ̂.

We believe this to be a source of error that affected the final FPR value. The data from the other two cases indicates

that lower values of ˆ̂ are correlated with higher required shaft power and thus larger thrust contributions from the

propulsor to satisfy the �� constraint. Therefore, we hypothesize that a more tightly converged optimum would have

been closer to the ˆ̂ limit and would have yielded a slightly lower required shaft power.

Figure 10 shows the side and front views of the baseline and optimized geometries for the three �∗net values. The

color contours show the total pressure levels around the aircraft, where the front view contours highlight the distortion

in the inlet for the BLI propulsors. In all three cases, some shaping on the nozzle plug also helps alleviate minor flow

18



separation, yielding slightly better overall performance. Compared to the baseline geometry, the nacelle walls are thicker

near the leading edge and much thinner near the trailing edge compared to the baseline. The pressure contours also

indicate that the flow is more uniform exiting the nozzle in the optimized cases.

(a) Baseline geometry

(b) �� × 104 = 90.39

(c) �� × 104 = 110.05

(d) �� × 104 = 130.06

Fig. 10 Contours of stagnation pressure for the baseline and the three optimized geometries.
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For all cases (baseline and three optimized geometries) we can see in the front-view that the fan-face has a zone of

higher total pressure at the bottom position of the fan hub (i.e., at the zero degree position in Fig. 9) compared to all the

other annular angles. As demonstrated by Kenway and Kiris [6], this annular non-uniformity is created primarily by

the wing downwash induced at the tail. The wing downwash combined with the fuselage asymmetry also causes a

gross imbalance in total pressure between the bottom and top positions at the fan tip. This creates a one-per-revolution

excitation on the fan blades and that would require a careful design considering aeroelastic effects.

The second set of optimizations seeks to limit this circumferential distortion. The results of the distortion-constrained

optimizations are shown in Fig. 11. These front views of the inlet highlight how the optimizer is able to restrict the

distortion to the allowable levels. In all cases, the optimizer satisfied the overall constraint on the aggregated distortion

( ˆ̂), but because of the conservative nature of the KS function used to aggregate the actual maximum distortion [51, 52],

(^) is always slightly lower than the aggregated value.

Figure 11 shows consistent geometric trends between the three sets of cases. In all cases, the distortion-constrained

inlet has an inlet profile thicker than the unconstrained one. The inlet lips tend to move radially outward as well, creating

a sharper-lipped profile. The overall inlet diameters do not vary much between the constrained an unconstrained cases.

The sharper-lipped inlets are a notable feature, since they may not perform well at other angles of attack.

A more quantitative understanding of how the distortion constraint changes the inlet flow is shown in Figs. 13, 14,

and 15, show the pressure along the sensor rake. The pressure rake positions are shown in Fig. 12, where the color of

each sensor ring in Fig. 12 matches the pressure plots. In all three of these plots, the vast majority of the variation

between the constrained and unconstrained designs shows up in the purple (A4) radial pressure rake, which is closest to

the fan tip. This makes sense because that rake shows the largest variation in total pressure around the annulus and

hence it is the dominant contribution to the aggregated distortion constraint ˆ̂. Given Eqn. 14, there are two ways that

distortion can be reduced on any single annular ring in the propulsor: increase ?̆Cff or decrease ?̄Cff. Both effects are

present in the data. The ˆ̂ constraint forces the opimizer to raise the total pressure around \ = 0 which pulls up ?̆Cff. It

also lowers the total pressure in the neighborhood of \ = c/2 which brings down ?̄Cff. Figures 13, 14, and 15 show a

modest change in the total pressure distribution, which yields a 1%–1.5% reduction in maximum distortion for these

three cases.

Another important trend that applies to all three propulsor sizes, is how the inner (A0) and outer (A4) rings have

pressure signatures that are nearly 180 degrees out of phase with each other. In other words, the A0 ring has a lower

pressure at the same circumferential location that the A4 ring has a high pressure. This trend is also shown in the

qualitative results displayed in Fig. 10, but it is much more clearly seen in the pressure traces in Figs. 13, 14, and 15.

There is a smooth transition in phase angle between the rings as they progress farther outward, and the overall

amplitude of the signal increases along the outward direction as well.
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(a) �� × 104 = 90.39

(b) �� × 104 = 110.05

(c) �� × 104 = 130.06

Fig. 11 Comparison between the optimized designs for the unconstrained (left) and distortion-constrained
(right) BLI propulsor inlet.
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Fig. 12 Numerical pressure rake used to compute distortion metric, with 5 semicircular rings (A0, . . . , A4)
consisting of 30 sensors each.
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Fig. 13 Δ?C/?C for rakes A0–A4 versus annular location (\), for �� × 104 = 90.39.
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Fig. 14 Δ?C/?C for rakes A0–A4 versus annular location (\), for the �� × 104 = 110.05.
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Fig. 15 Δ?C/?C for rakes A0–A4 versus annular location (\), for the �� × 104 = 130.06.
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V. Conclusions
This study used design optimization of a coupled aeropropulsive model with 3-D RANS CFD aerodynamics to study

the impact of a distortion constraint on the performance of three different BLI propulsor sizes for the STARC-ABL

aircraft configuration. The aeropropulsive model used a novel coupling strategy that combined a body-force zone to

predict propulsor thrust with a 1-D thermodynamic cycle model to predict propulsor power usage. Three propulsors

corresponding to different fractions of total thrust were optimized, resulting in three different propulsor sizes. The

results show that, due to aeropropulsive coupling, the distortion constraint reduces the performance of each propulsor by

different amounts. This underscores both the importance of using fully-coupled aeropropulsive models for the design of

BLI propulsion systems and the need to employ 3-D RANS models to accurately size BLI systems.

Six separate aeropropulsive optimizations were run: two sets of cases—with and without a distortion constraint—for

three different propulsor sizes. These results compare cases with and without distortion at the same net force on

the overall body, providing the required results to examine how BLI propulsor design is affected by inlet distortion

constraints. The results show that changing the shape of the aft fuselage and inlet in an aeropropulsive optimization

can satisfy a distortion constraint for the STARC-ABL configuration. By extension, it is reasonable to assume that this

technique can be used for other tail-cone-thruster configurations that exhibit similar flow fields. However, it was not

possible to reduce the distortion metric below 0.03 for this geometric parameterization. Future work should examine if a

more flexible design parameterization would have enabled lower values for the constraint.

Given the current uncertainty associated with how much performance impact high levels of distortion have on fan

performance, the ability to limit that distortion via aerodynamic shaping offers an alternate route to limiting its adverse

impact. However, satisfying the distortion constraint came at the cost of a reduced power saving coefficient. Imposing a

distortion constraint causes an increase in the required propulsor shaft power relative to the unconstrained case. This

effect can be interpreted as an increase in nacelle drag for the distortion-constrained case, which required a slightly

larger amount of shaft power to meet the net-zero force constraint. The magnitude of that increase varies from 0.12%

to 1.2% between the smallest propulsor and largest one. The variation in the impact of the distortion constraint with

respect to the propulsor size is one of the primary contributions of this work. At the conceptual design stage, it might be

tempting to apply a constant knock-down factor—selected based on the CFD analysis of a baseline configuration—to

account for distortion effects on a particular concept. However, this data shows that using a constant knock-down for an

aft-mounted propulsor configuration could could result in a strong under or over penalization, depending on which size

propulsor is chosen as the baseline.

Regardless of the specific value for the impact of the distortion constraint, the impact always competed with the BLI

efficiency gains. This poses a dilemma for future BLI system designs. The purpose of the distortion constraint is to

ensure that the fan adiabatic efficiency can be maintained, and to reduce the structural loads on the blades so that the fan

remains lightweight. However, if imposing that constraint makes the aeropropulsive system less efficient, then it may be
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preferable to accept a small penalty in fan efficiency or increased fan weight rather than design for lower distortion. The

best tradeoff between efficiency and distortion ultimately depends on the specifics of the actual system being considered.

Even within the context of a single aircraft configuration, such as the STARC-ABL, the size of the aft propulsor will

influence the tradeoff.

This work represents the first fully-coupled aeropropulsive optimization for the design of BLI propulsion systems

that includes both aerodynamic and propulsion design variables. It is also the first aeropropulsive design optimization

using a 3-D RANS model that directly considers the impact of propulsor sizing. There remains much more work to

be done in this area, especially with regard to considering more operating conditions (on design and off design) in

the optimization. The off-design analysis for the propulsion model will present a significant new challenge because

the inputs to the model will change and will require tighter coupling between the aerodynamic and structural models.

Despite these challenges, the aeropropulsive coupling approach presented in this paper provides a foundation for more

realistic multipoint optimizations.
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