
Trajectory Optimization of a Supersonic Aircraft with a
Thermal Fuel Management System

John P. Jasa, ∗ Charles A. Mader, † Joaquim R. R. A. Martins ‡

University of Michigan, Ann Arbor, MI, USA

An aircraft’s ability to dissipate heat can have a large impact on its performance. As the complexity
and energy usage of next generation aircraft’s avionics systems and electrical loads increase, we need
to consider thermal effects earlier in the aircraft design process to avoid performance degradation.
To do this, we need to consider the interactions between the aerodynamic, propulsive, and thermal
systems. This work demonstrates a coupled aero-thermal-mission model which we use to optimize the
trajectory of a supersonic aircraft subject to thermal constraints. We show that the optimal flight path
depends on the effectiveness of the fuel thermal management system. Introducing a heat exchanger
and recirculating warmed fuel back into the tank allowed the aircraft to complete the minimum time-
to-climb problem 22 seconds faster than when using a non-recirculating system. We find that for a
given heat loading, there exists a trade-off between increasing the thermal capacitance of the aircraft,
recirculating fuel, and climbing at a different rate to minimize heat input to the system.

I. Introduction
The goal of aircraft design is to maximize key performance metrics while simultaneously meeting operational

and physical constraints. Performance improvements can be achieved by designing a better aircraft or by adding new
technologies that enable better performance (e.g., stronger materials, morphing wings). A typical design problem for a
military fighter jet would be to minimize take-off gross weight (TOGW) subject to mission requirements, radar cross-
section, armament capacity, and maneuverability constraints [1]. The armament requirements could include traditional
weaponry as well as high-powered energy weapons, both of which need a sophisticated avionics suite including high-
powered radars and significant on-board computing power. In order to function properly, the avionics systems need to
be kept below a relatively low temperature of about 100° C, which means that cooling system is needed. The impact of
thermal requirements is already apparent in the current generation of fighter aircraft. For example, the F-35 joint strike
fighter suffers from thermal management challenges that impact its performance and can require changes to mission
profiles to keep temperatures within acceptable ranges [2].

One option for the cooling system is to use fuel-to-air heat exchangers to dissipate heat [3]. This solution tends
to interfere with the stealth properties of the airframe and thus may not be a feasible option in modern fighter design.
Other solutions have been proposed using fuel thermal management systems (FTMS) to reject waste heat from the
aircraft while still maintaining a lower infrared signature [4]. A simple but low efficiency FTMS concept would be to
simply dump fuel overboard after it has been used to pick up waste heat, but Alyanak and Allison [5] showed that this
would result in a massive increase in TOGW. More refined concepts include using feed tanks and valves to control the
fuel cooling loops and then recirculate the hot fuel back into the fuel tank [6]. This approach works as long as the fuel
temperature in the tank does not exceed a certain threshold, but for longer missions; the temperature of the fuel in the
tank can become a limiting factor.

Another option is to modify the aircraft’s trajectory to reach cooler air at higher altitudes where more effective heat
rejection is possible through the larger difference between ambient and aircraft temperatures. This has the benefit of
improving the effectiveness of the FTMS, but it could also mean that the aircraft is forced to climb faster than it would
otherwise have, and hence use more fuel to fly its mission.
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Regardless of what solution is chosen, the performance of the FTMS becomes a fundamentally path-dependent
problem when aircraft designers are unable to add sufficient heat rejection capabilities into the airframe. This is
because the aircraft’s full flight path history impacts the thermal performance at any given time. Although path-
dependent performance is not typically analyzed as part of early aircraft design, some have considered thermal effects
of engines across a flight path, FTMS of aircraft, or thermal history of high-altitude balloons [7, 8].

Considering path-dependent effects as part of an aircraft design process significantly increases the size of the
design space via the addition of multiple time-dependent controls that must be optimized along with the physical
design characteristics of the aircraft. Given the large design space and highly coupled nature of the design problem, we
choose to use gradient-based optimization with analytic derivatives because it offers the most efficient means to finding
an optimal solution [9, 10]. Recent work by Falck et al. [11] used gradient based optimization with a pseudo-spectral
collocation method for trajectory analysis to find thermally constrained optimal trajectories for NASA’s all-electric
X-57 X-plane concept. Hendricks et al. also used a pseudo-spectral collocation approach to find optimal minimum
time-to-climb trajectories using an aircraft model that integrated a full one-dimensional thermodynamic cycle analysis
directly into transient aircraft analysis [12].

The recent work applying pseudo-spectral collocation approach to find optimal trajectories using complex mul-
tidisciplinary aircraft models motivates the usage of the same approach for the work presented in this paper. We
examine the impact of thermal constraints on the minimum time-to-climb problem for the efficient supersonic air
vehicle (ESAV), a representative military fighter aircraft concept. Our aircraft model includes aerodynamic data gen-
erated using Reynolds-averaged Navier–Stokes (RANS) computational fluid dynamics (CFD) aerodynamic models,
propulsion data generated using one-dimensional thermodynamic models of the F110 turbojet engine, and a transient
FTMS system that tracks the temperature of the fuel in the tank. The model is built using NASA’s OpenMDAO frame-
work, which facilitates the computation of the derivatives required for the gradient-based optimizer [13]. Although
the ESAV aircraft has been optimized before using multidisciplinary design optimization (MDO) with a variety of
disciplines, including aerodynamics, structures, stability, mission, noise, and emissions [1, 14, 15, 16], this is the first
study of path-dependent problems using thermally-constrained optimal trajectories for the aircraft.

In this work, we construct an aero-thermal-mission coupled model and solve a series of MDO problems to find
the optimal trajectory subject to thermal constraints under various heat loadings. We first explain the details of the
disciplinary models that comprise the coupled system, then present seven different optimization cases and compare
their results.

II. Methodology
To handle the fully coupled system needed to perform aero-thermal-mission MDO, we need an efficient computa-

tional framework. We use NASA’s OpenMDAO [13, 17, 18] as the underlying framework because of its modularity
and derivative-focused data-passing capabilities. OpenMDAO uses the modular and unified derivative (MAUD) [10]
theory to calculate the total derivatives of the optimization objective with respect to the design variables. Section III.A
expands on the number and types of design variables and constraints for an example optimization problem. The
following subsections go into detail about each of the individual disciplinary models and analyses.

A. Atmospheric model
To obtain the air properties at a given altitude, we use the US Standard Atmosphere 1976 tabulated data [20] to create a
smooth one-dimensional surrogate model we query during the optimization. We use air temperature, pressure, density,
and speed of sound at a given altitude for this work. Because we use Akima splines [21], the surrogate model is smooth
and easily differentiable at every point we query.

B. Aerodynamic model — ESAV
The ESAV aircraft provides a common research model for an advanced military fighter aircraft configuration [14, 16].
To obtain the aerodynamic properties of the aircraft, we built a RANS CFD model of the aircraft, which we evaluated
at a range of different flight condition to generate an aerodynamic surrogate model. In this work, the shape of the
aircraft was held fixed, so we do not need to perform physics-based analysis in the loop to update the aerodynamic
properties. This greatly reduces the cost of running the optimization.
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Optimizer altitude, velocity α altitude, throttle α, γ, velocity,
aircraft mass
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temperature
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Figure 1. Extended design structure matrix (XDSM) [19] for the multidisciplinary problem.

We began with a CAD surface definition of the aircraft as provided by Lockheed Martin. We plugged the engine
inlet and nozzle and removed control surface gaps to simplify the model. These simplifications are possible in this
context because we are only considering the aerodynamic properties of the vehicle at different flight conditions without
assessing the effects of control surfaces or coupled aeropropulsive effects.

The RANS solver used in this work is ADflow [22, 23], a structured finite-volume CFD code with overset capa-
bilities using an implicit hole cutting scheme [24]. The geometry was meshed using on overset mesh made up of 10
blocks and a total of 2,185,600 cells. This surface mesh and symmetry plane are shown in Fig. 2.

Figure 2. View of the overset mesh used to represent the ESAV geometry. Nine surface patches were created and extruded hyperbolically
to create the set of volume meshes.

We converge the flow solution using the approximate Newton–Krylov (ANK) solution algorithm. We use the
Spalart–Allmaras turbulence model and the fluxes are discretized with central-differencing. Two nominal flow solu-
tions for the aircraft, one at Mach=0.8 and the other at Mach=1.5, are shown in Fig. 3.
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(a) Flow solution at α = 2 and Mach=0.8.

(b) Flow solution at α = 2 and Mach=1.5.

Figure 3. Two flow solutions of the ESAV geometry at nominal flight conditions.

Although we could use this CFD model directly in the optimization problem and perform an analysis at each point
needed in the mission simulation, we do not need to do that. Instead, we construct a surrogate model based on many
training points using data from the CFD analyses. We uniformly query the three-dimensional Mach-α-altitude space
to populate the surrogate training points, and obtain CL and CD as outputs from the CFD analysis. We use 13 points
in the Mach direction, from 0.2 to 1.8, clustered around the transonic region, 7 points from -8 to 8 degrees α , and 3
points in the altitude space between 0 and 20,000 meters for a total of 273 CFD evaluations.

We use this data to construct a surrogate model using the surrogate modeling toolbox (SMT)a [25], which provides
a variety of methods to represent data sets. We chose to use the energy-minimizing tensor product splines (EMTPS)
method [26] because this method has inexpensive training and evaluation costs and also provides gradients of the
outputs with respect to the inputs inexpensively. A contour plot of the trained surrogate with the training points
overlaid is shown in Fig. 4. Figure 5 shows an angle of attack and Mach sweep of the aerodynamic model at an
elevation of 30,000 feet.

C. Propulsion model — F110 engine
We use a surrogate propulsion model based on the GE F110, an afterburning turbofan jet engine. The F110 is a two-
spool design with a maximum dry thrust of 16,610 lbf and is used in aircraft such as the F-14 and F-15E [27]. We
selected this engine because it is used in aircraft sized similarly to the ESAV aircraft.

To obtain the performance characteristics of this engine, we used a previously developed NPSS model. We ran this
model through a corridor of points in the Mach-altitude space with a set of throttles. In all, we ran the model at 152
Mach-altitude combinations and at 8 throttle settings for a total of 1216 evaluated points for the engine model. The
outputs we used from this model were thrust and specific fuel consumption (SFC). We then used this data to construct
a surrogate model, again using the EMTPS method from SMT. The sampled points and surrogate model contours for a

ahttps://github.com/SMTorg/smt
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Figure 4. The aerodynamics surrogate model represents the training data well in a smooth and differentiable manner. This plot shows a
2D slice of the 3D input space in the contour and lines, while the points are the training data.
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Figure 5. Drag polar and aerodynamic properties for the ESAV aircraft obtained from the CFD-trained surrogate model at an elevation of
30,000 feet with a Mach sweep from 0 to 1.8, and an α sweep from -8 to 8.

throttle setting of 50% are shown in Fig. 6. We found that the surrogate model is smooth and well-behaved throughout
the corridor of points, partially due to our ability to run the NPSS model at a large number of conditions.

D. Trajectory model — Dymos
We want to simulate the trajectory of the aircraft in an efficient yet physically realistic manner. We can achieve this by
using implicit time integration, such as Legendre–Gauss–Lobatto (LGL) transcription instead of explicitly simulating
the trajectory. This allows us to query the aircraft model at fewer points along the trajectory, which makes the overall
optimization much less computationally expensive than explicit time integration.

In this work, we use Dymos, a tool developed at NASA Glenn that implements implicit time integration schemes
to solve optimal control problems involving dynamical multidisciplinary systems [11, 12]. Dymos uses OpenMDAO
and is designed to minimize the effort required to perform multidisciplinary, computationally expensive, or massively
parallel dynamical optimization problems. For example, the sparsity structure of the Jacobians in trajectory optimiza-
tion problems means that we can achieve large increases in derivative computation speed when computing separable
constraint derivatives simultaneously.

Determining which ordinary differential equations to solve to determine the aircraft trajectory is not a straightfor-
ward process. The most efficient control and state variable formulation is problem-dependent and also requires that the
optimization problem is structured correctly for the chosen design space. Here, we use throttle and angle of attack as
control variables and range, altitude, velocity, flight path angle, and aircraft mass are states for which the collocation
method solves, following a similar procedure as outlined by Falck et al. [11]. This means that we must rearrange the
unsteady two-dimensional equations of motion (EOM) for an aircraft to solve for the rate of change in each of these
states. Doing this, we obtain

v̇ = T cos(α)−Dm−gsin(γ)

γ̇ =
T sin(α)+L

mv− (g/v)cos(γ)

ḣ = vsin(γ)

ṙ = vcos(γ),

where v is the aircraft velocity, T is the thrust, α is the angle of attack, D is the drag, L is the lift, m is the aircraft mass,
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Figure 6. A slice of the propulsion surrogate for a throttle setting of 50%. Although the contour is shown outside of the sample points, the
propulsion model is never queried outside the convex region of points.
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g is the acceleration due to gravity, r is the aircraft range, and γ is the flight path angle.
Because we selected these EOMs, we have no internal feed-backward coupling (as seen in Fig. 1), which simplifies

the analysis and lowers the cost of the optimization. However, this means that some possible analysis points may not
be physical, because if the collocation defects are not zero, then the collocation method does not match the actual
physics. As the optimizer varies the controls to find the optimal design, it is simultaneously changing the state values
at each of the collocation nodes to reduce the state defects to zero, which ensures that the resulting trajectory represents
the physics of the system well.

E. Thermal model
For the thermal model, we use a series of equations representing the fuel recirculation FTMS as discussed by Alyanak
and Allison [5]. This model consists of a single fuel tank, two heat exchangers, and an engine feed line as shown
in Figure 7. The aircraft can dissipate heat generated by on-board electronics or other loads by using the thermal
capacitance of the relatively cooler fuel. This FTMS allows heat rejection by burning the heated fuel or by recirculating
it back into the fuel tank. The heat removed by the second heat exchanger is represented by Q̇out, but actual aircraft
often do not have such an outlet for heat because they are designed to have a minimized thermal signature. Because
of that, we consider cases where Q̇out = 0, as well as when we have positive value of Q̇out. There are more complex
FTMS architectures to dissipate heat, such as expelling fuel out of the aircraft or having a feed tank, but we only use
the recirculation-based method here.

Figure 7. Fuel thermal management system with recirculation used in this work.

For the purposes of this work, we do not consider the length of tubing between thermal components or the time
needed for the heat to propagate to the fuel. That is, we assume that heat is instantaneously added and removed from
the fuel at the prescribed rates. This allows us to greatly simplify the equations used to describe the state of heat
distribution throughout the system.

The original equation relating the rate of temperature change to the heat loads and fuel flow, as presented by
Alyanak and Allison [5], is

mcv
dT
dt

= Q̇env +

[
1− ṁburned

ṁflow

]
Q̇sink − Q̇out, (1)

where m is the mass of fuel in the tank, cv is the specific heat at constant volume, T is the fuel temperature in the tank,
Q̇env is the heat into the tank from the environment, Q̇sink is the heat from the cooled systems of the aircraft, Q̇out is the
heat removed from the system via heat rejection systems, ṁburned is the rate of fuel burned, and ṁflow is the fuel flow
rate from the tank.

We use a modified version of this equation that replaces the Q̇out term with (ṁflow − ṁburned)qout to account for the
ability for the heat exchanger to remove more heat as the fuel mass flow rate increases. This means we can circulate
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more fuel to cool the tank at the cost of added pump heat and energy. Heat can only be removed from this system
by burning it or by recirculating through the second heat exchanger. Additionally, we add another heat source that
is dependent on the total fuel flow rate in the system. This source is representative of any heating that occurs as a
function of fuel flow, thrust generated, or throttle setting, such as waste heat from gearbox bearings and shafts, oil
pumps, or geared lift fans. The final equation used to obtain the temperature rate of the tank is

dT
dt

=
Q̇env + ṁflowqpump +

[
1− ṁburned

ṁflow

]
Q̇sink − (ṁflow − ṁburned)qout

mcv
, (2)

where ṁflow is the total mass fuel flow in the system and qpump is a coefficient that dictates how much heat is added as
af unction of that total mass flow.

III. Results
A. Optimization problem formulation
For each result in this paper, we use the same basic optimization problem formulation with modifications for each
case. Table 1 shows a nominal optimization problem, where we find the minimum time for the aircraft to climb to
20,000 meters, reach Mach 1, and a horizontal flight path angle. The aero-thermal-mission problem is set up so we
can easily change the discretization, choose to optimize the recirculation or not, vary the heat inputs, and many other
combinations of settings.

The thermal loads used in each case are based on estimates of next generation fighter jets’ avionics, armament, and
waste heat generating systems. For all cases in this paper, we use 25 mission segments of transcription order 3 in an
LGL scheme. We use an operating empty weight of 10,500 kg and start the mission phase after takeoff. The ambient
and starting temperature for the fuel is 310 K and we set a limit of 312 K to represent the maximum temperature rise
allowable for this portion of the entire mission. In all cases, we use a gradient-based optimizer, SNOPT [28], through
the Python interface pyOptSparseb [29].

bhttps://github.com/mdolab/pyoptsparse
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Table 1. Nominal optimization problem formulation

Category Name
Quantity

Lower Upper UnitsNo recirculation Recirculation
Objective time 1 1 – – seconds
Variables α 50 50 -8 8 degrees

throttle 50 50 0 1 –
ṁrecirculated 0 50 0 – kg/s
range 25 25 0 1000 km
altitude 25 25 0 20 km
velocity 25 25 10 – m/s
γ 25 25 -86 86 degrees
mass 25 25 15,000 80,000 kg
temperature 25 25 – – K
time 1 1 0 – seconds
Total 251 301

Constraints final altitude 1 1 20,000 20,000 m
final Mach 1 1 1.0 1.0 –
final γ 1 1 0 0 degrees
Mach 75 75 0.1 1.8 –
temperature 75 75 – 312 K
m̈recirculated 0 24 0 – 1/s2

ṁflow 0 24 0 50 kg/s
range defects 25 25 0 0 km
altitude defects 25 25 0 0 km
velocity defects 25 25 0 0 m/s
γ defects 25 25 0 0 degrees
mass defects 25 25 0 0 kg
temperature defects 25 25 0 0 K
α̇ defects 24 24 0 0 degrees/s
throttle rate defects 24 24 0 0 1/s
Total 348 396

B. Optimal trajectories under different Q̇env loads
For the set of optimization cases, we do not allow the optimizer to recirculate any fuel while subjecting the system to
a specified heat load through Q̇env and Q̇sink. This means it must increase the amount of fuel in the tank to increase the
thermal capacitance of the system to stay below the temperature limit.

Table 2. Heat loads for results shown in Fig. 8.

Color Recirculation Q̇env, kW Q̇sink, kW qpump, kW/kg qout, kW/kg
Case 1 Blue No 400 100 0 0
Case 2 Orange No 450 100 0 0
Case 3 Green No 500 100 0 0
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Figure 8 shows the results from three separate optimization cases, where each has the parameters as described
above, but they have different Q̇env values. The heavier aircraft cannot accelerate as quickly, which means that in
the optimal trajectory the aircraft spends more time building up speed near a fixed altitude before climbing to the
desired altitude. Case 3 takes 135 seconds to climb while Case 1 only takes 113 seconds. Although this is a fairly
straightforward result, it confirms that the fully coupled system and optimization problem behave as expected.

C. Effect of allowing recirculation
We now compare the worst case scenario from Fig. 8 with a case where we allow the optimizer to control the amount
of fuel being recirculated throughout the system. Additionally, we set qout to be 5000 kJ/kg, which means that we
assume there is a heat exchanger that removes an amount of heat from the fuel dependent on the recirculated mass
flow. We limit the total mass flow of the system so that the sum of the mass fuel burn rate and the recirculation rate
must be less than or equal to 50 kg/s.

Table 3. Heat loads for results shown in Fig. 9.

Color Recirculation Q̇env, kW Q̇sink, kW qpump, kW/kg qout, kW/kg
Case 3 Green No 500 100 0 0
Case 4 Red Yes 500 100 0 5

With the ability for the aircraft to recirculate fuel, the aircraft can climb at a faster rate due to its decreased mass
as it needs to carry less overall fuel to cool the system. The amount of fuel being recirculated is such that the total fuel
flow is always at the limit of 50 kg/s.

D. Effect of pump-rate-dependent heating
The last set of cases we examine here introduces a thermal term that is dependent on the mass flow rate through the
main fuel pump. This heat source is a simplified representation of a variety of heat sources that increase as fuel flow
or thrust increase, including waste heat from gearbox bearings and shafts, oil pumps, and geared lift fans. For these
cases, we do not have any other sources of heat except the flow-dependent term, and we do not consider any fuel
recirculation effects.

Essentially, the optimizer could choose to load more fuel onto the aircraft to increase thermal capacitance, or fly
at lower throttle (lower fuel flow rate) to lessen the heat loads. Figure 10 shows the results of the three optimization
cases described in Table 4.

We see a drastic difference in the optimal trajectories for each of these cases because the amount of heat being
added to the system is dependent on the fuel flow rate, which in turn depends on throttle, altitude, and Mach. When the
thermal load is at the worst case scenario, shown in pink, we see the optimizer choose to greatly increase the amount
of fuel on-board, but also decrease the throttle setting during the initial portion of the mission. This combination leads
to a much longer minimum time-to-climb compared to the two other cases. Each case is thermally constrained here,
but the case with the lowest qpump coefficient requires much less fuel to complete the mission. It starts with 7589 kg
of fuel compared to the worst case scenario’s 16,276 kg. This shows the large effect on sizing that thermal constraints
can have, even if we are able to optimize the trajectory simultaneously.

Table 4. Heat loads for results shown in Fig. 10.

Color Recirculation Q̇env, kW Q̇sink, kW qpump, kW/kg qout, kW/kg
Case 5 Purple No 0 0 200 0
Case 6 Brown No 0 0 300 0
Case 7 Pink No 0 0 400 0
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Figure 8. As we increase the thermal load on the fuel tank, we see the trajectories get less aggressive due to the increased aircraft mass.
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Figure 9. Allowing the FTMS to recirculate fuel to cool down the system yields a minimum time-to-climb that is 22 seconds less than
without fuel recirculation.
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Figure 10. In these cases, we only have one thermal source whose magnitude is correlated to the total fuel flow rate. The optimizer both
increases on-board fuel and decreases throttle in the worst-case scenario to stay within the thermal constraint.
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IV. Conclusions
We constructed a fully-coupled aero-thermal-mission model to optimize the trajectory of a supersonic air vehicle

subject to thermal constraints. We used a RANS CFD-based surrogate model for the aerodynamic analysis, a surrogate
model based on one-dimensional thermodynamic cycle analyses for the propulsion, and a transient fuel thermal man-
agement system that tracks the temperature of the fuel in the tank across the mission. We can then perform implicit
time integration to obtain the aircraft performance across its mission and optimize it based on our defined control and
state parameters.

We optimized seven individual cases with varying heat loads and recirculation abilities. These results showed
that the heat loads within a supersonic aircraft can affect the optimal trajectory and operating conditions when the
aircraft is thermally constrained. Without advanced FTMS or heat rejection capabilities, the aircraft requires additional
fuel to increase its thermal capacitance to stay with the thermal constraints, even if we optimize the trajectory and
throttle controls. Introducing a heat exchanger and recirculating warmed fuel back into the tank allowed the aircraft to
complete the minimum time-to-climb problem 22 seconds faster than when using a non-recirculating system. These
results show that the performance of the next generation of fighter jets may be degraded if thermal effects and FTMS
are not considered early enough in the design process.
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