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Abstract

Lightweight, high-aspect-ratio wings make aircraft more energy efficient thanks to their lower in-
duced drag. Because such wings exhibit large deflections, design optimization based on linear
flutter analysis of the wing undeformed shape is inadequate. To address this issue, we develop
a framework for integrating a geometrically nonlinear flutter constraint, which considers in-flight
deflections, into a high-fidelity gradient-based structural optimization. The wing mass and stress
constraints are evaluated on a linear, built-up (detailed) finite element model to capture realistic
structural features. The geometrically nonlinear flutter constraint is based on a condensed low-order
beam representation of the built-up finite element model, which captures the impact of in-flight
deflections with tractable computational effort for optimization. The flutter constraint is differ-
entiated with respect to the detailed structural model sizing variables using the adjoint method
to enable large-scale optimizations. The framework is demonstrated by minimizing the mass of a
wingbox model subject to the geometrically nonlinear flutter constraint along with stress and adja-
cency constraints. The geometrically nonlinear flutter constraint adds a penalty up to 60% of the
baseline mass due to the impact of in-flight deflections on the flutter onset speed and its mechanism.
In contrast, a linear flutter constraint evaluated on the undeformed wing adds a mass penalty of
only 10%. This methodology can help design energy-efficient aircraft with high-aspect-ratio wings,
which require geometrically nonlinear flutter analyses early in the design cycle.

1 Introduction

Climate change concerns motivate aircraft with lightweight, high-aspect-ratio wings for higher
energy efficiency [1]. These aircraft can mitigate aviation environmental impacts, but challenge
standard design practices based on linear aeroelasticity techniques [2]. These techniques are in-
applicable to high-aspect-ratio wings because their large in-flight deflections invalidate the small
displacement assumptions of linear aeroelastic models. The geometrically nonlinear effects asso-
ciated with large deflections may cause flutter at flight conditions expected to be stable from the
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linear flutter analysis of the undeformed wing. Additionally, they may also change the critical
flutter mode, which greatly affects the design modifications used to suppress flutter onset [3–7].
Therefore, the flutter boundaries of high-aspect-ratio-wing (HARW) aircraft must be computed
earlier in the design cycle, accounting for in-flight deflections in the flutter analysis.

A promising approach to consider flutter early in the design cycle of high-aspect-ratio-wing
aircraft is to add a flutter constraint to a design optimization process [8]. This approach can
produce energy-efficient designs requiring fewer late modifications by ensuring adequate flutter
margins while minimizing mass or fuel burn. Despite the progress in flutter-constrained aircraft
design optimization [8], most previous efforts have used linear flutter analyses of the undeformed
wing, or have only included aerodynamic nonlinear effects due to transonic flow [9–11].

Flutter analyses based on the undeformed wing are accurate only as long as in-flight deflections
are small enough not to alter the wing’s structural and aerodynamic characteristics, which may
shift the flutter onset speed or change the flutter mechanism. Because high-aspect-ratio wings
undergo large deflections under normal operating loads, they require a geometrically nonlinear
flutter analysis process that accounts for the impact of in-flight deflections [2], which vary with
the flight condition. Such a geometrically nonlinear process consists of: (1) computing the wing’s
nonlinear static aeroelastic equilibria at the flight conditions of interest; (2) linearizing the equations
of motion about the obtained equilibrium states; (3) extracting the aeroelastic eigenvalues of the
local linearized systems; and (4) using the obtained aeroelastic eigenvalue to compute the flutter
boundary.

Werter and De Breuker [12] applied this geometrically nonlinear approach in their aeroelastic
optimization framework PROTEUS. Their aeroelastic model consists of a geometrically nonlinear
beam, with parametrized cross-sectional geometry, coupled to an unsteady vortex lattice model.
PROTEUS has been used for aeroelastic optimization in previous work, minimizing structural mass
subject to constraints on flutter and structural failure under both static and dynamic loads [13, 14].
Variyar et al. [15] minimized the fuel burn of a strut-braced-wing aircraft subject to a geometrically
nonlinear flutter speed constraint along with maneuver and gust constraints. They found that the
flutter constraint drove their optimized design, causing a fuel burn penalty compared with the case
of only maneuver and gust constraints. Xie et al. [16] optimized the weight of a wind-tunnel wing to
make it flutter in a given speed range, observing different results with and without considering wing
deflections in the flutter analysis. Lupp and Cesnik [17] minimized the fuel burn of a blended-wing-
body aircraft subject to a stress constraint and a damping-based linear or geometrically nonlinear
flutter constraint. They showed that the flutter constraint adds a fuel burn penalty, which increases
when considering geometrically nonlinear effects.

These studies highlighted the need for geometrically nonlinear flutter analyses in aircraft design
optimization when minimizing objective functions that favor higher wing aspect ratios, such fuel
burn. However, the studies evaluated not only flutter, but also the other functions of interest
using beam models. These models capture the impact of wing in-flight deflections on the flutter
boundary (e.g., see the recent numerical-experimental correlations [18, 19]), but do not accurately
represent peak stress levels on the built-up (detailed) structure. On the other hand, a built-up
finite element model (FEM) can more accurately resolve stresses in complex wing constructions,
but it is impractical for geometrically nonlinear flutter analysis due to high computational costs
and potential convergence issues.

The PROTEUS framework of Werter and De Breuker [12] attempts to address this discrepancy
by computing the stiffness and inertia properties of the beam model from an approximation of
the three-dimensional (3D) wingbox geometry. The wing is assumed to have a constant cross-
section over each beam element, and the beam properties are derived from a cross-sectional analysis
tool based on the composite lamination parameters and thicknesses of the skins and spars of the
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wingbox. The same cross-sectional analysis tool is used to convert strains in the beam model to
a more accurate cross-sectional strain distribution used for computing failure criteria. However,
to date, no optimization framework has integrated both a built-up FEM of an arbitrary wingbox
geometry and a beam model, which enables evaluating all functions of interest with the accuracy,
computational cost, and robustness suitable for optimization.

This paper presents a framework that addresses these issues by integrating a geometrically
nonlinear flutter constraint into a high-fidelity gradient-based wing structural optimization. The
framework optimizes the structural sizing of an arbitrary built-up FEM, which provides the mass ob-
jective function along with the linear stress and adjacency constraints. The geometrically nonlinear
flutter constraint is computed using a low-order beam representation condensed from the built-up
FEM at each optimization step. Thus, a geometrically nonlinear flutter computation constrains
the detailed wing structural sizing, without any preset cross-section parametrization, enabling non-
homogeneous cross-sectional geometries and material properties. This new contribution sets the
present work apart from previous geometrically nonlinear flutter-constrained optimizations [12, 15–
17]. The flutter constraint is an aggregate of the damping values for a set of aeroelastic modes and
flight conditions [20]. The damping values at each flight condition come from an eigenvalue analysis
of the full-order aeroelastic system in a time-domain state-space form, linearized about the wing’s
geometrically nonlinear statically deformed shape. Thus, the flutter constraint captures geomet-
rically nonlinear effects due to wing’s in-flight deflections and their impact on the structural and
aerodynamic characteristics. The flutter constraint derivatives with respect to the built-up FEM
structural sizing variables are obtained using the adjoint method to enable large-scale gradient-
based optimizations [21, Sec. 6.7]. The methodology is demonstrated by optimizing the detailed
structural sizing of a high-aspect-ratio rectangular wingbox for minimum weight.

The new contributions from this work are: (1) the integration of consistent built-up FEM and
beam models of a wing within gradient-based structural optimization for evaluating the wing mass
and stress constraints (built-up FEM) together with a geometrically nonlinear flutter constraint
(beam model); (2) the adjoint derivatives of the built-up FEM condensation to a beam and geomet-
rically nonlinear flutter analysis process, enabling gradient-based optimizations with many design
variables; (3) the demonstration of the methodology by optimizing the structural sizing of a built-up
wingbox model, investigating how geometrically nonlinear effects due to in-flight deflections impact
the optimized design. These new contributions are steps toward making gradient-based optimiza-
tion an effective tool for designing lightweight, high-aspect-ratio wings for highly-energy-efficient
aircraft.

The paper is organized as follows: Sec. 2 presents the mathematical formulation of the ge-
ometrically nonlinear flutter constraint and its adjoint derivatives with respect to the built-up
FEM structural sizing variables; Sec. 3 describes the computational framework; Sec. 4 presents
the demonstration case; Sec. 5 discusses the optimization results; the final section presents the
conclusions.

2 Geometrically Nonlinear Flutter Constraint

This section formulates the geometrically nonlinear flutter constraint (Sec. 2.1) and its ad-
joint derivatives with respect to the built-up FEM structural sizing variables (Sec. 2.2). Previous
optimizations that included a flutter constraint either considered detailed models but neglected
geometrically nonlinear effects (see the review in [8]) or considered geometrically nonlinear effects
but evaluated all the functions of interest in a beam model [15–17], in some cases based on an
approximate 3D wingbox parametrization [12]. Here, the wing mass objective function and the
stress constraints are evaluated using a linear built-up FEM to capture realistic structural features.
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Figure 1: Geometrically nonlinear flutter constraint evaluation process.

The flutter constraint is evaluated using a low-order beam representation derived from the built-up
FEM at each optimization step, which makes geometrically nonlinear flutter analyses tractable for
optimization. This section presents the methodology, while Sec. 3 describes the computational
implementation developed in this work.

2.1 Function Evaluation

Figure 1 shows the process for evaluating the geometrically nonlinear flutter constraint within
a high-fidelity gradient-based wing structural optimization. The process considers Nx structural
design variables listed in the vector x ∈ RNx , which are inputs to the built-up FEM structural
solver.

The built-up (detailed) FEM at a given optimization step is condensed to a low-order beam rep-
resentation for evaluating the geometrically nonlinear flutter constraint. This consists of computing
equivalent inertia and stiffness distributions along a user-specified reference axis along the built-up
FEM (Fig. 1). The user-specified reference axis is fixed in the optimization and defines the beam
model representing the built-up FEM. The beam theory used in this work is the geometrically
exact strain-based formulation of Su and Cesnik [22], which uses constant-strain finite elements
with extension, twist, and bending curvature in two directions (in-plane and out-of-plane) as the
independent structural degrees of freedom (DOFs). However, the methodology can be adapted to
other geometrically exact beam theories. In the theory of Su and Cesnik [22], the equivalent iner-
tia distributions associated with the user-specified reference axis consist of constitutive properties
that relate the beam generalized forces to the corresponding generalized velocities. Similarly, the
equivalent stiffness distributions consist of constitutive properties that relate the beam generalized
forces to the generalized strains. The process for obtaining these equivalent beam distributions
from a general built-up FEM is described now.
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The built-up FEM is discretized in N nodes with body-frame coordinates listed in the vector
p ∈ R3N :

p = {p1x , . . . , pNx , p1y , . . . , pNy , p1z , . . . , pNz}T (1)

The inertia distribution of the built-up FEM is described by its consistent mass matrix M =
M(x) ∈ R6N×6N which depends on the design variables x. To condense these properties to the
beam model, a set of nodal masses is required:

m = {m1, . . . ,mN}T (2)

The masses in Eq. (2) are obtained by first converting the consistent mass matrix, M , to a lumped
mass matrix, ML, using the Hinton-Rock-Zienkiewicz (HRZ) method [23]. This lumping process
produces a diagonal mass matrix and represents the mass of the structure as a set of uncoupled
point masses at the built-up FEM nodes. The masses in Eq. (2) are obtained as the first diagonal
value for the translational DOFs in the 6 × 6 lumped mass matrix block associated with each
built-up FEM node. Each 6× 6 lumped mass matrix block also contains Ixx, Iyy, and Izz inertias
associated with each shell element node, which have an insignificant effect on the beam inertia
properties and are thus discarded in this work.

This lumped-mass approach, however, is unsuitable for rigid-body elements (akin to MSC Nas-
tran CONM2 elements) whose centers of mass are significantly offset from the built-up FEM nodes
they are associated with. In these cases, the coupling between the translational and rotational
DOFs, which is discarded when the mass matrix is diagonalized, is not negligible. These elements
are thus treated separately. For each built-up FEM node associated with a rigid-body element,
values are computed for the mass of the rigid body, mi, its offset from the built-up FEM node, δi,
and the inertia tensor, I i about the point pi + δi. These values are held constant throughout any
optimization because, in this work, rigid-body elements are only used to represent non-structural
mass distributions that are not optimized.

The offset components are listed in the vector δ ∈ R3N :

δ = {δ1x , . . . , δNx , δ1y , . . . , δNy , δ1z , . . . , δNz}T (3)

and the inertia tensor components are listed in the vector I ∈ R6N :

I = {I1xx , . . . , INxx , I1yy , . . . , INyy , I1zz , . . . , INzz , I1xy , . . . , INxy , I1xz , . . . , INxz , I1yz , . . . , INyz}T
(4)

The beam model is represented by a user-specified reference axis, discretized in N̂ nodes. The

body-frame coordinates of these nodes are listed in the vector p̂ ∈ R3N̂ :

p̂ = {p̂1x , . . . , p̂N̂x
, p̂1y , . . . , p̂N̂y

, p̂1z , . . . , p̂N̂z
}T (5)

The equivalent inertia distribution of the beam is given by a set of N̂ rigid-body elements associated
with the reference axis nodes. Each rigid-body element is described by its mass, its center-of-mass
offset from the corresponding beam reference axis node, and an inertia tensor about its center of
mass, which results in a concentrated-parameters beam mass model. In this work, “equivalent
inertia distributions” means the spanwise distributions of the rigid-body masses, center-of-mass
offset, and inertia tensor components, instead of the elements of a cross-sectional mass matrix
(distributed-mass model). The mass values of the rigid-body elements associated with the reference

axis nodes are listed in the vector m̂ ∈ RN̂ :

m̂ = {m̂1, . . . , m̂N̂}
T (6)
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The offsets of the rigid-body element’s center of mass from the corresponding beam reference axis

node are listed in the vector δ̂ ∈ R3N̂ :

δ̂ = {δ̂1x , . . . , δ̂N̂x
, δ̂1y , . . . , δ̂N̂y

, δ̂1z , . . . , δ̂N̂z
}T (7)

The inertia tensor components about the points p̂+ δ̂ are listed in the vector Î ∈ R6N̂ :

Î = {Î1xx , . . . , ÎN̂xx
, Î1yy , . . . , ÎN̂yy

, Î1zz , . . . , ÎN̂zz
, Î1xy , . . . , ÎN̂xy

, Î1xz , . . . , ÎN̂xz
, Î1yz , . . . , ÎN̂yz

}T

(8)
The masses m̂, center-of-mass offsets δ̂, and inertia tensors Î in Eqs. (6), (7), and (8) depend

on the built-up FEM mass matrix through the nodal masses m in Eq. (2), that is, m̂ = m̂(m),
δ̂ = δ̂(m), and Î = Î(m). These quantities also depend on the offsets and inertia tensors provided
by the built-up FEM mass matrix, given in Eqs. (3) and (4), if nonzero, as is the case where
rigid-body elements are present that have center of mass offsets or moments of inertia associated
with them, or both. This dependency is omitted here because the center-of-mass offsets and inertia
tensors associated with the rigid-body elements remain constant during optimization in this work.
However, this dependency may be included in a general case where the built-up FEM includes rigid-
body elements with non-zero center of mass offsets or moments of inertia that are updated within
the optimization. The quantities m̂, δ̂, Î in Eqs. (6), (7), and (8) provide the equivalent inertia
distribution of the beam model representing the built-up FEM, used to evaluate the geometrically
nonlinear flutter constraint.

In this work, “equivalent stiffness distributions” means the spanwise distributions of the en-
tries of the 4 × 4 cross-sectional stiffness matrix of the geometrically exact, strain-based beam
formulation of Su and Cesnik [22]. This cross-sectional stiffness matrix is associated with the
Euler-Bernoulli-like formulation for non-isotropic beams and is related to the 6 × 6 Timoshenko-
like cross-sectional stiffness matrix by eliminating the transverse shear effects through an energy
minimization process [24]. In this work, the cross-sectional stiffness matrices needed for the flutter
analysis must come directly from the built-up FEM through a numerical identification process.
This process enables the extraction of the cross-sectional stiffness constants, not only for uniform
prismatic structures, but for built-up FEM of arbitrary complexity, which is required when dealing
with general wingbox configurations. The identified equivalent stiffness distributions are given in

the vector k̂ ∈ R10M̂ defined in Eq. (9), where M̂ = N̂ − 1 is the number of elements defined by
pairs of consecutive beam reference axis nodes:

k̂ = {k̂T11, k̂
T
22, k̂

T
33, k̂

T
44, k̂

T
12, k̂

T
13, k̂

T
14, k̂

T
23, k̂

T
24, k̂

T
34}T (9)

k̂11 = {k̂111 , . . . , k̂M̂11
}T k̂22 = {k̂122 , . . . , k̂M̂22

}T k̂33 = {k̂133 , . . . , k̂M̂33
}T

k̂44 = {k̂144 , . . . , k̂M̂44
}T k̂12 = {k̂112 , . . . , k̂M̂12

}T k̂13 = {k̂113 , . . . , k̂M̂13
}T

k̂14 = {k̂114 , . . . , k̂M̂14
}T k̂23 = {k̂123 , . . . , k̂M̂23

}T k̂24 = {k̂124 , . . . , k̂M̂24
}T

k̂34 = {k̂134 , . . . , k̂M̂34
}T

(10)

The quantities in Eqs. (9) and (10) are the constants of the 4× 4 cross-sectional stiffness matrices
according to the geometrically exact strain-based beam formulation of Su and Cesnik [22]. These
constants depend on the assembled displacement outputs (translations and rotations) of the beam
reference axis nodes for six independent static loads applied to the built-up FEM, k̂ = k̂(Û).

The assembled displacement output vector Û ∈ R36N̂ is obtained as follows. The built-up FEM
displacement vector for a generic load case, u = u(x) ∈ R6N , depends implicitly on the design
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variables x through the solution of a linear static structural analysis. The displacement vector for
the lth load case used for stiffness identification is denoted by ul, that is, u1 . . .ul . . .u6 are the
displacement vectors for the six independent load cases: three tip forces and three tip moments.
The stiffness identification does not require the displacements of the entire built-up FEM but only of
the beam reference axis nodes, which are recovered via interpolation elements. These interpolation
elements are akin to MSC Nastran RBE3 elements (though this work uses a different finite element
solver, see Sec. 3). The displacement outputs at the beam reference axis nodes are extracted from
the full displacement output ul for the lth load case using a search process and are stacked into ûl.

This process is written as ûl = ûl(ul) ∈ R6N̂ and gives

ûl = {ûl,11, . . . , ûl,16, . . . , ûl,j1, . . . , ûl,j6, . . . , ûl,N̂1, . . . , ûl,N̂6}
T (11)

where ûl,j1 is the displacement output for the first DOF of the jth beam reference axis node for the
lth load case. The linear static displacements (translations and rotations) of the beam reference
axis nodes for the six independent load cases are assembled into the output vector

Û = Û(û1, û2, û3, û4, û5, û6) (12)

This vector is built by extracting the kth displacement output for the jth reference axis node and
lth load case, given by ûl,jk, such that

Û = {û1,11, . . . , û1,16, . . . , ûl,11. . . . , ûl,16, . . . , û6,11, . . . , û6,16,

û1,21, . . . , û1,26, . . . , ûl,21. . . . , ûl,26, . . . , û6,21, . . . , û6,26,

. . . ,

û1,j1, . . . , û1,j6, . . . , ûl,j1. . . . , ûl,j6, . . . , û6,j1, . . . , û6,j6,

. . . ,

û1,N̂1, . . . , û1,N̂6, . . . , ûl,N̂1. . . . , ûl,N̂6, . . . , û6,N̂1, . . . , û6,N̂6}
T

(13)

The assembled displacement vector in Eq. (13) is used to compute the equivalent stiffness dis-
tributions of the beam model [25, 26] (that is, the spanwise distributions of the constants of the
cross-sectional stiffness matrix). This provides the 10 independent stiffness constants for each beam
element based on the differential displacements of its ends. While each displacement-based FEM
node is associated with six DOFs, three translations and three rotations, each strain-based beam
element is described by the entries of a symmetric 4 × 4 matrix, resulting in 10 distinct stiffness
constants. This is because the strain-based beam formulation of Su and Cesnik [22] assumes fi-
nite elements with four independent DOFs (Euler-Bernoulli-like formulation). The shear DOFs
are eliminated by condensing their effects through energy minimization [24], leading to the 4 × 4
cross-sectional constitutive law given in Eqs. (9) and (10).

The equivalent inertia and stiffness distributions detailed above define the low-order beam
representation of the built-up FEM at a given optimization step. In this work, the beam model
is coupled to the potential flow unsteady thin airfoil theory of Peters et al. [27] to obtain the
aeroelastic model for the geometrically nonlinear flutter analysis. This aerodynamic formulation is a
popular choice for flutter analysis of geometrically nonlinear wings operating at low speeds [3, 6, 28].
Since the focus of this study is on the impact of geometrically nonlinear effects on high-fidelity
gradient-based structural optimization, this formulation is adequate. Considering aerodynamic
nonlinearities due to, for instance, transonic effects is beyond the scope of the present work and
would require a different aerodynamic model.
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The geometrically nonlinear flutter constraint builds on the linear damping-based formulation
of Jonsson et al. [20] and its extension to capture geometrically nonlinear effects [17]. Consider a
nonlinear aeroelastic system governed by

ẏ = f(y(c,x), c,x) (14)

where y is the Ny×1 state vector and c is the Nc×1 vector of control parameters. These parameters
identify a point in the flight envelope in terms of boundary conditions (e.g., load factor or angle of
attack) and flight conditions (e.g., Mach number and altitude or dynamic pressure).

The stability of the nonlinear aeroelastic system, Eq. (14), for a given design x is assessed at Ns

flight envelope points ci of interest for the stability (flutter) analysis (i = 1, . . . , Ns). Each flight
envelope point ci is associated with an equilibrium state yei(x) := ye(ci,x) that satisfies

f(yei(x), ci,x) = 0 (15)

The small-amplitude dynamics about the nonlinear equilibrium state yei(x) is governed by state-
space linearized equations

∆ẏ = Ai ∆y (16)

where ∆y := y − yei is the N × 1 state perturbation vector and

Ai := Ai(x) =
∂f(y(c,x), c,x)

∂y


y(c,x)=yei (x), c=ci

(17)

is the Ny × Ny Jacobian matrix of the system (14) with respect to the state vector y at the
equilibrium state yei , also known as the state matrix. The stability of the system about yei is
determined by an eigenvalue analysis. Defining ∆yik = ∆ȳike

σikt and inserting in Eq. (16) gives
the standard eigenvalue problem

σik∆ȳik = Ai∆ȳik (18)

The eigenvalues of Ai(x) are denoted by σik(x) := gik(x) + jωik(x) (k = 1, . . . , Ny), where gik(x)
is the damping associated with the kth mode at the ith equilibrium state, ωik(x) the corresponding
angular frequency, and j the imaginary unit. The eigenvectors, ∆ȳik(x), of Ai(x) associated with
the eigenvalues σik(x) are the aeroelastic mode shapes of the linearized aeroelastic system about the
nonlinear equilibrium state yei(x), i.e., accounting for the statically deformed shape. Note that, in
this work, the aeroelastic system linearized about each nonlinear equilibrium state is described by
a time-domain state-space model, according to Eq. (16). Thus, eigenvalues of Ai(x) are computed
using standard eigenvalue analyses techniques instead of, for instance, the p–k method. However,
the methodology presented in this work can also be applied to cases where the aeroelastic system is
not cast in time-domain state-space form, as in the case of frequency-domain unsteady aerodynamic
models. The methodology is agnostic to the method used to compute the aeroelastic eigenvalues.

The equilibrium state yei(x) associated with the ith flight envelope point ci is stable (that is, no
flutter occurs) if the damping values gik(x) are all negative. This aeroelastic stability requirement
translates to the damping-based flutter constraints

g′ik(x) := gik(x)−Gi ≤ 0
∀ i = 1, . . . , Ns

∀ k = 1, . . . , Nm
(19)

where Nm ≤ Ny is the number of modes whose eigenvalues are used in the constraint, which may
be lower than the DOFs in Eq. (16). The quantity Gi = G(ci) in Eq. (19) is the value of a damping
bounding curve at the flight envelope point ci. The bounding curve can serve multiple purposes.
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For example, a negative value forces a more robust design by requiring a residual damping margin
when the flutter constraint is active [20]. Alternatively, a positive value of the damping curve avoids
constraint violations due to marginally stable modes that are not of practical concern because, in
reality, they would be stabilized by unmodeled damping sources.

The constraints given in Eq. (19) are suitable for gradient-based optimization because they
are continuous, smooth, and differentiable functions of the design variables [8]. However, their
large number Ns × Nm makes computing derivatives infeasible in practical problems with many
design variables. Thus, Eq. (19) is reduced to a scalar metric using the Kreisselmeier–Steinhauser
(KS) aggregation function [29–31]. The aggregation enables computing derivatives efficiently using
adjoint methods that scale with the number of outputs (objective function and constraints) but are
independent of the number of design variables [21, Sec. 6.7].

Assuming a constraint value of the aggregation parameter ρKS for all the damping values gives

KSflutter(x) := g′max(x) +
1

ρKS
ln

{
Ns∑
i=1

Nm∑
k=1

exp
{
ρKS

[
g′ik(x)− g′max(x)

]}}
≤ 0 (20)

This scalar flutter constraint is a conservative estimate of the most positive bounded damping value
in Eq. (19), denoted by g′max(x), and tends to that quantity as the aggregation parameter tends to
infinity [21, Sec. 5.7]. The aggregated KS constraint in Eq. (20) needs to be less than or equal to
zero for the design to be feasible, and a value of zero means the constraint is active.

The flutter constraint in Eq. (20) captures geometrically nonlinear effects associated with in-
flight deflections, which are neglected in linear flutter analyses based on the wing undeformed
shape [2]. Because flutter occurs when a complex-conjugate eigenvalue of the system linearized
about a nonlinear equilibrium [Eq. (16)] achieves a positive real part, a sequence of linearized anal-
yses about nonlinear equilibrium states can provide the stability characteristics of the system [6].

2.2 Adjoint Derivatives

The geometrically nonlinear flutter constraint dependency on the design variables associated
with the built-up FEM structural sizing can be represented as

KSflutter(x) = KS(g′(k̂, m̂, δ̂, Î))

= KS(g′(k̂(Û(û1(u1(x)), . . . , û6(u6(x)))), m̂(m(M(x))), δ̂(m(M(x))), Î(m(M(x)))))
(21)

Since the stiffness condensation relies on the solution of six large systems of equations (the
static structural analyses), derivatives of the flutter constraint must be computed using the adjoint
method, which is described below.

2.2.1 Derivative Definitions

The functions of interest are listed in the Nf ×1 vector F . For a given set of control parameters
c = ci, these functions depend on the design variables x and on the state variables of the system
y(x), which depend implicitly on the design variables:

F = F(x,y(x)) (22)

where the residual equation is
R = R(x,y(x)) = 0 (23)
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The total derivative of the functions of interest is

dF
dx

=
∂F
∂x

+
∂F
∂y

dy

dx
(24)

and the total derivative of the residual equation is

dR

dx
=
∂R

∂x
+
∂R

∂y

dy

dx
= 0 (25)

Rearranging Eq. (25) yields

∂R

∂y

dy

dx
= −∂R

∂x
(26)

dy

dx
= −

[
∂R

∂y

]−1 ∂R

∂x
(27)

and combining this relation with Eq. (24) yields

dF
dx

=
∂F
∂x
− ∂F
∂y

[
∂R

∂y

]−1 ∂R

∂x
(28)

This total derivative can be computed using the direct or adjoint method. The adjoint equations
are written as [

∂R

∂y

]T
ψ =

[
∂F
∂y

]T
(29)

where ψ is the Nx×Nf adjoint matrix. The ith column is the adjoint vector ψi from a linear solve

with a right-hand side of [∂Fi/∂y]T for the ith function of interest. Computing the adjoint matrix
requires Nf linear solves. Next, substituting into Eq. (28) yields

dF
dx

=
∂F
∂x
−ψT ∂R

∂x
(30)

Alternatively, one can use the direct method

∂R

∂y

dy

dx
=
∂R

∂x
(31)

∂R

∂y
φ =

∂R

∂x
(32)

This linear system needs to be solved Nx times to get the full dy/dx. The ith column is the direct
vector φi from a linear solve with a right-hand side of [∂R/∂xi] for the ith design variable. Once
the entire matrix φ is known, one obtains

dF
dx

=
∂F
∂x
− ∂R

∂x
φ (33)

In this work, the total derivatives of the geometrically nonlinear flutter constraint with respect
to the built-up FEM design variables are computed using the adjoint method. This enables large-
scale gradient-based optimizations with many design variables but few outputs of interest (objective
function and constraints). The adjoint method is the most suitable for these problems because
it does not scale with the number of design variables. The derivation below assumes that the
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derivatives associated with all blocks in Fig. 1 are known and the derivative ∂KSflutter/∂ul for the
lth load case exists. One can use the adjoint equation (29) by substituting the lth derivative in for
the right-hand side and by solving the linear system:[

∂Rl

∂ul

]T
ψl =

[
∂KSflutter

∂ul

]T
(34)

This linear system needs to be solved for six load cases associated with the linear static solutions
used in the equivalent stiffness identification. Next, the total derivative of the flutter constraint
with respect to the build-up FEM structural sizing variables is

dKSflutter

dx
=
∂KSflutter

∂x
−

6∑
l=1

(
ψTl

∂Rl

∂x

)
(35)

The derivation of each term necessary for computing Eq. (34) and (35) is reported below.

2.2.2 Computing ∂KSflutter/∂x

To compute ∂KSflutter/∂x, one needs to vary the design variables while keeping the state vari-
ables (displacement outputs of the linear static solutions) fixed and re-evaluate the geometrically
nonlinear flutter constraint. The partial derivative chain is given by

∂KSflutter

∂x
=
∂KSflutter

∂g

∂g

∂k̂

∂k̂

∂Û

∂Û

∂x
+
∂KSflutter

∂g

(
∂g

∂m̂

∂m̂

∂m
+
∂g

∂δ̂

∂δ̂

∂m
+
∂g

∂Î
∂Î
∂m

)
∂m

∂ML

∂ML

∂x
(36)

=
∂KSflutter

∂g

(
∂g

∂m̂

∂m̂

∂m
+
∂g

∂δ̂

∂δ̂

∂m
+
∂g

∂Î
∂Î
∂m

)
∂m

∂ML

∂ML

∂x
(37)

The leading term in Equation (36) is removed because the states (displacement outputs from the
linear static solution) depend implicitly but not explicitly on the design variables, ∂ul/∂x = 0:

∂Û

∂x
=
∂Û

∂û1

∂û1

∂u1

∂u1

∂x
+
∂Û

∂û2

∂û2

∂u2

∂u2

∂x
+ · · ·+ ∂Û

∂û6

∂û6

∂u6

∂u6

∂x
=

6∑
l=1

(
∂Û

∂ûl

∂ûl
∂ul

∂ul
∂x

)
= 0 (38)

By differentiating Eq. (21) with respect to the displacement outputs for the lth static load case,
ul, the partial derivative can be written as

∂KSflutter

∂ul
=
∂KSflutter

∂g

[
∂g

∂k̂

∂k̂

∂Û

∂Û

∂ûl

∂ûl
∂ul

+
∂g

∂m̂

∂m̂

∂Û

∂Û

∂ûl

∂ûl
∂ul

+
∂g

∂δ̂

∂δ̂

∂Û

∂Û

∂ûl

∂ûl
∂ul

+
∂g

∂Î
∂Î
∂Û

∂Û

∂ûl

∂ûl
∂ul

]
(39)

=
∂KSflutter

∂g

∂g

∂k̂

∂k̂

∂Û

∂Û

∂ûl

∂ûl
∂ul

(40)

The terms ∂m̂/∂Û = ∂δ̂/∂Û = ∂Î/∂Û = 0 because the equivalent inertia distributions are
independent of the displacement outputs needed to identify the equivalent stiffness distributions.
Rewriting as transpose for adjoint equation of efficient matrix-vector products yields

∂KSflutter

∂ul

T

=
∂ûl
∂ul

T ∂Û

∂ûl

T
∂k̂

∂Û

T
∂g

∂k̂

T ∂KSflutter

∂g

T

(41)
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The partial derivatives in the preceding relations, the KS aggregation, low-order flutter analysis,
structural model order reduction, and built-up FEM static solutions, are grouped as follows:

∂KSflutter

∂g︸ ︷︷ ︸
KS aggregation

∂g

∂k̂
,
∂g

∂m̂
,
∂g

∂δ̂
,
∂g

∂Î︸ ︷︷ ︸
Low-order flutter analysis

∂k̂

∂Û
,
∂m̂

∂m
,
∂δ̂

∂m
,
∂Î
∂m︸ ︷︷ ︸

Model order reduction

∂m

∂ML
,
∂Û

∂ûl
,
∂ûl
∂ul︸ ︷︷ ︸

Pre-processing

∂ul
∂x

= 0,
∂ML

∂x︸ ︷︷ ︸
Built-up FEM

(42)
The calculation of these terms is discussed below.

2.2.3 Computing ∂m/∂ML and ∂ML/∂x

The derivatives of the built-up FEM lumped mass matrix ∂ML/∂x are provided by built-up
FEM structural solver. See Kennedy and Martins [32] for details about the implementation used
in this work. The operation m→ML is a reduction operation, thus the derivative ∂m/∂ML is a
sparse matrix of zeros and ones.

2.2.4 Computing ∂Û/∂ûl and ∂ûl/∂ul

Extracting the displacement vectors ûl associated with the beam reference axis nodes from the
built-up FEM displacement vectors ul is a mapping operation, while the assembly operations for
stacking these elements into the vector U are permutation operations. The derivatives of these
processes are sparse matrices of ones and zeros. For instance, ∂Û/∂ûl is a permutation operation,
resulting in a partially filled identity matrix that serves to select only the derivatives related to ûl.

2.2.5 Computing Equivalent Inertia Distribution Derivatives

The equivalent inertia distributions are differentiated analytically to compute the partial deriva-
tives ∂m̂/∂m, ∂δ̂/∂m, and ∂Î/∂m. For optimizations including only structural design variables,
these derivatives are computed for fixed coordinates of the built-up FEM and beam reference axis
nodes.

The mass m̂j associated with the jth beam reference axis node (j = 1, . . . , N̂) is the sum of the
nodal masses of the Nj built-up FEM nodes of its nearest neighbor:

m̂j =

Nj∑
i=1

mi (43)

The derivative of Eq. (43) with respect to the mass mk associated with the kth built-up FEM node
in the nearest neighbor of the jth beam reference axis node is

∂m̂j

∂mk
=

Nj∑
i=1

∂mi

∂mk
= 1 (44)

If the kth built-up FEM node does not belong to the nearest neighbor of the jth beam reference
axis node, its nodal mass does not play a role in Eq. (43) and its derivative, Eq. (44), is zero.
Because Eq. (43) does not depend on the other components of the built-up FEM mass matrix, the
associated derivatives are also zero.

The offset components δ̂jx , δ̂jy , and δ̂jz of the mass m̂j associated with the jth beam reference
axis node are

δ̂jx =
1

m̂j

Nj∑
i=1

mi (pix + δix − p̂jx) δ̂jy =
1

m̂j

Nj∑
i=1

mi

(
piy + δiy − p̂jy

)
δ̂jz =

1

m̂j

Nj∑
i=1

mi (piz + δiz − p̂jz)

(45)
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The derivatives of Eq. (45) with respect to the built-up FEM mass matrix data are reported for δ̂jx
only because the derivatives for the other mass offset components in Eq. (45) are given by similar
relations.

The derivative of δ̂jx with respect to the mass mk associated with the kth built-up FEM node
in the nearest neighbor of the jth beam reference axis node is given by

∂δ̂jx
∂mk

=
1

m̂j
[(pkx + δkx)− (p̂jx + δ̂jx)] (46)

The derivatives with respect to the mass offset components associated with the kth built-up FEM
node are

∂δ̂jx
∂δkx

=
mk

m̂j

∂δ̂jy
∂δky

= 0
∂δ̂jz
∂δkz

= 0 (47)

If the kth built-up FEM node does not belong to the nearest neighbor of the jth beam reference
axis node, the derivatives (46) and (47) are zero. Because Eq. (43) does not depend on the built-up
FEM inertia tensor data, the associated derivatives are also zero.

The independent components of the inertia tensor associated with the jth beam reference axis
node (j = 1, . . . , N̂j) about the local center of mass are given by

Îjxx =

Nj∑
i=1

Iixx +

Nj∑
i=1

mi {[(piy + δiy)− (p̂jy + δ̂iy)]2 + [(piz + δiz)− (p̂jz + δ̂jz)]2}

Îjyy =

Nj∑
i=1

Iiyy +

Nj∑
i=1

mi {[(pix + δix)− (p̂jx + δ̂jx)]2 + [(piz + δiz)− (p̂jz + δ̂jz)]2}

Îjzz =

Nj∑
i=1

Iizz +

Nj∑
i=1

mi {[(pix + δix)− (p̂jx + δ̂jx)]2 + [(piy + δiy)− (p̂jy + δ̂jy)]2}

Îjxy =

Nj∑
i=1

Iixy −
Nj∑
i=1

mi [(pix + δix)− (p̂jx + δ̂jx)][(piy + δiy)− (p̂jy + δ̂jy)]

Îjxz =

Nj∑
i=1

Iixz −
Nj∑
i=1

mi [(pix + δix)− (p̂jx + δ̂jx)][(piz + δiz)− (p̂jz + δ̂jz)]

Îjyz =

Nj∑
i=1

Iiyz −
Nj∑
i=1

mi [(piy + δiy)− (p̂jy + δ̂jy)][(piz + δiz)− (p̂jz + δ̂jz)]

(48)

The derivatives of Eq. (48) with respect to the built-up FEM lumped mass matrix data are reported
for the Îjxx and Îjxy components because the derivatives for the other diagonal and off-diagonal
components in Eq. (48) are given by similar relations.

The derivatives of Îjxx with respect to the mass mk associated with the kth built-up FEM node
in the nearest neighbor of the jth beam reference axis node is given by

∂Îjxx
∂mk

= [(pky + δky)− (p̂jy + δ̂jy)]2 + [(pkz + δkz)− (p̂jz + δ̂jz)]2 (49)
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The derivatives with respect to the mass offset components associated with the kth built-up FEM
node are

∂Îjxx
∂δkx

= 0
∂Îjxx
∂δky

= 2mk [(pky + δky)− (p̂jy + δ̂jy)]
∂Îjxx
∂δkz

= 2mk [(pkz + δkz)− (p̂jz + δ̂jz)]

(50)
The derivatives with respect to the inertia tensor components for the kth built-up FEM node are

∂Îjxx
∂Ikxx

= 1
∂Îjxx
∂Ikyy

= 0
∂Îjxx
∂Ikzz

= 0
∂Îjxx
∂Ikxy

= 0
∂Îjxx
∂Ikxz

= 0
∂Îjxx
∂Ikyz

= 0 (51)

If the kth built-up FEM node does not belong to the nearest neighbor of the jth beam reference
axis node, the derivatives (49) to (51) are all zero.

For the off-diagonal component Îjxy , Eq. (49) becomes

∂Îjxy
∂mk

= −[(pkx + δkx)− (p̂jx + δ̂jx)][(pky + δky)− (p̂jy + δ̂jy)] (52)

Equation (50) becomes

∂Îjxy
∂δkx

= −mk [(pky + δky)− (p̂jy + δ̂jy)]
∂Îjxy
∂δky

= −mk [(pkx + δkx)− (p̂jx + δ̂jx)]
∂Îjxy
∂δkz

= 0

(53)
Finally:

∂Îjxy
∂Ikxx

= 0
∂Îjxy
∂Ikyy

= 0
∂Îjxy
∂Ikzz

= 0
∂Îjxy
∂Ikxy

= 1
∂Îjxy
∂Ikxz

= 0
∂Îjxy
∂Ikyz

= 0 (54)

If the kth built-up FEM node is not in the nearest neighbor of the jth beam reference axis node,
the derivatives (52) to (54) are zero.

The analytical derivatives in this section are simplified using the definition of local center of
mass associated with the kth beam reference axis node:

1

m̂j

Nj∑
i=1

mi[(pix + δix)− (p̂jx + δ̂jx)] = 0

1

m̂j

Nj∑
i=1

mi[(piy + δiy)− (p̂jy + δ̂jy)] = 0

1

m̂j

Nj∑
i=1

mi[(piz + δiz)− (p̂jz + δ̂jz)] = 0

(55)

The derivatives with respect to the built-up FEM offsets and inertia tensors are reported for com-
pleteness. However, they are not used in this work where these quantities are associated only with
rigid-body elements representing non-structural mass distributions, which are not optimized.

2.2.6 Computing Equivalent Stiffness Distribution Derivatives

The equivalent stiffness distributions in Fig. (1) are differentiated numerically using the complex-
step method to compute the partial derivatives ∂k̂/∂Û . A finite-difference implementation is
developed for verification.
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k̂

Built-up FEM, RBE3sSix load cases

p, p̂

Built-up FEM linear static solver

Beam model

Relative local displacements

Displacement-based stiffness matrices (6 × 6)

Strain-based flexibility matrices (6 × 6)

[̂

Symmetry enforcement

Symmetry enforcement

Symmetry enforcement

Strain-based flexibility matrices (4 × 4)

Strain-based stiffness matrices (4 × 4)

Local displacements

Figure 2: Computational procedure for equivalent stiffness module.

Figure 2 shows a schematic of the equivalent stiffness identification (see Refs. [25, 26] for details).
The stiffness module inputs are the 3N × 1 vector p that lists the built-up FEM node coordinates,
the 3N̂ × 1 vector p̂ that lists the coordinates of the beam reference axis nodes, and the 36N̂ × 1
vector Û of the built-up FEM static displacements (translations and rotations) for the six static
load cases given at the beam reference axis nodes. The module output is the 10(N̂−1)×1 vector k̂
of the equivalent stiffness distributions that define the low-order beam representation of the built-
up FEM, based on the formulation of Su and Cesnik [22]. The built-up FEM and beam reference
axis node coordinates, listed in the vectors p and p̂, are constant in structural optimizations. Thus,
the equivalent stiffness module provides only the partials ∂k̂/∂Û.

2.2.7 Computing Flutter Analysis and Aggregation Derivatives

The flutter analysis and constraint aggregation are differentiated in part analytically and in part
using automated differentiation (AD) to compute the partial derivatives ∂g/∂k̂, ∂g/∂m̂, ∂g/∂δ̂
and ∂g/∂Î and ∂KSflutter/∂g.

The flutter analysis involves linearizing the equations of motion about the nonlinear equilibrium
states at selected flight conditions to obtain linearized equations in the time-domain state-space
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form of Eq. (16). An eigenvalue analysis is conducted on the full state-space matrix directly
(no modal reduction) using standard eigenvalue analysis techniques (no p–k or other equivalent
frequency-domain flutter analysis methods). Because the state-space matrix is computed by lin-
earizing the equations of motion about each nonlinear equilibrium state, its eigenvalues and eigen-
vectors reflect the dynamic characteristics of the statically deformed shape at that flight condition.
Once the eigenvalues of each linearized system are available, their real parts (damping values) are
constrained to lie below a bounding curve. This allows the user to enforce a damping threshold
different than zero at the various flight conditions for a more conservative flutter constraint, or to
prevent its violation by marginally stable modes, or both. The bounded damping values are then
KS-aggregated to obtain the scalar flutter constraint in Eq. (20). This is done by first aggregating
all the bounded damping values at each flight condition, and then by aggregating the resulting
quantities over the flight conditions.

The linearization and eigenvalue analysis process leverages a nonlinear aeroelastic framework de-
scribed in Sec. 3, the University of Michigan’s Nonlinear Aeroelastic Simulation Toolbox (UM/NAST) [6]
(see also Sec. 3.3). An AD-based module associated with UM/NAST was developed in this work to
differentiate the nested KS aggregation for each flight condition, providing the partial derivatives
of the aggregate values with respect to the equivalent beam inertia and stiffness distributions. The
derivatives of the outer KS aggregation are the analytical derivatives of the KS function. Next,
the two sets of derivatives are combined using the chain rule to compute the derivatives of the
flutter constraint with respect to the equivalent beam distributions. A finite-difference calculation
is developed for verifying the AD implementation.

3 Computational Implementation

This section describes the computational framework that implements the methodology of Sec. 2.
While the various modules already existed, they have been coupled in this work for the first time
to bring the geometrically nonlinear flutter constraint in high-fidelity gradient-based wing struc-
tural optimizations. Additionally, some modules have been differentiated to obtain missing partial
derivatives. Finally, the partial derivatives of all modules have been integrated in the new adjoint
formulation to obtain the total derivatives of the geometrically nonlinear flutter constraint with
respect to the detailed structural sizing variables.

3.1 Optimization Algorithm

The optimization algorithm is SNOPT (Sparse Nonlinear OPTimizer) [33], a gradient-based
optimizer that implements a sequential quadratic programming (SQP) algorithm. SNOPT uses an
augmented Lagrangian merit function; the Hessian of the Lagrangian is approximated using a quasi-
Newton approach that is suited to optimization problems with many sparse nonlinear constraints.
The interface with SNOPT is handled by pyOptSparse1 [34], an implementation of pyOpt [35]
that eases the process of defining large sparse Jacobians crucial to the performance of large scale
optimizers like SNOPT.

3.2 High-Fidelity Structural Analysis

The structural analysis solver is the Toolkit for the Analysis of Composite Structures (TACS) [32].2,
an open-source parallel finite element solver that handles poorly conditioned problems common in
aircraft thin-walled structures. For such cases, the stiffness matrix condition numbers may exceed

1https://github.com/mdolab/pyoptsparse
2https://github.com/smdogroup/tacs
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O(109), but TACS can solve these poorly conditioned problems using a Schur-complement-based
parallel direct solver. Sensitivities of structural functions of interest with respect to structural and
geometric design variables are computed efficiently using the adjoint method [32, 36]. In this work,
TACS computes the mass matrix and static displacements used for the mass and stiffness conden-
sation process and computes the structural mass objective function and stress constraints during
optimization.

3.3 Low-Order Flutter Analysis

The geometrically nonlinear flutter constraint is based on damping values from aeroelastic eigen-
value analyses about the equilibrium states at selected flight conditions. The eigenvalue analyses
are conducted in UM/NAST [6], a low-order multidisciplinary framework for modeling, analyzing,
and simulating very flexible wings and complete aircraft in free flight.

UM/NAST describes an aircraft as a set of beams representing different components (wing,
fuselage, etc.) that undergo arbitrarily large structural deflections relative to a body-fixed frame in
motion with respect to an inertial frame. Structural deflections are described by the geometrically
exact strain-based beam formulation of Su and Cesnik [22], which uses element strains (extension,
twist, and bending curvatures) as the independent DOFs and recovers the deformed shape by
integrating nonlinear kinematic relations [6, 22].

UM/NAST handles different loads including gravity, point/distributed forces and moments,
and aerodynamics. Aerodynamic loads can be computed using multiple formulations. In this work,
we use the potential flow unsteady airfoil theory of Peters et al. [27], a time-domain unsteady
aerodynamic model suitable to obtain aeroelastic equations in state-space form. This formulation
assumes strip theory: the aerodynamic loads at the cross-sections of the beam element nodes
depend only on the local flow and control parameters (angle of attack, Mach number, control-
surface deflections). These aerodynamic loads can be corrected for compressibility, sweep, or tip
losses. Unsteady aerodynamic effects are captured by a set of aerodynamic states representing
inflow expansions [27].

This work leverages the UM/NAST ability to compute aeroelastic eigenvalues of geometrically
nonlinear wings (and complete aircraft) by accounting for their in-flight deflections. The process [6]
starts with numerically linearizing the equations of motion about the nonlinear equilibrium states
of the system at chosen flight conditions. This gives a time-domain linearized state-space model in
the form of Eq. (16) for each flight condition, with state variables given by the strain measures, their
rates, and the unsteady aerodynamic states of the theory of Peters et al. [27]. The linearization
process for each flight condition captures the changes in the steady and unsteady aerodynamic
characteristics with the equilibrium state (that is, the wing or aircraft static aeroelastic deflection).

The eigenvalues of the full-order state-space matrix associated with each linearized system
are obtained using a standard eigenvalue analysis (not the p–k method), as the theory of Peters et
al. [27] provides unsteady aerodynamic loads in the time domain. The eigenvectors associated with
the obtained eigenvalues are the aeroelastic mode shapes of the statically deformed configurations
at a given flight condition, about which the equations of motion are linearized.

Once the eigenvalues are known for all the flight conditions of interest, they are used for evaluat-
ing the flutter constraint or further post-processed for computing the flutter boundary for analysis
purposes. The flutter constraint and derivative evaluation discussed in Sec. 2.2.7 is handled by
an in-house developed wrapper based on OpenMDAO routines3 [37] that couples the UM/NAST
component with the rest of the framework. OpenMDAO facilitates the coupling of the models and
the coupled derivative computation.

3https://github.com/OpenMDAO/OpenMDAO
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Note that the nonlinear equilibrium states of the system at the flight conditions considered for
the flutter constraint are computed in UM/NAST directly on the beam representation associated
with the built-up FEM at each optimization step. This increases the computational efficiency and
robustness of the flutter constraint because detailed nonlinear static aeroelastic analyses based on
the built-up FEM are impractical for optimization due to the high computational cost and potential
convergence issues. The impact of computing the nonlinear equilibrium states on the beam model,
instead of mapping it from the built-up FEM, is not investigated in this work. However, recent
extensive studies compared the impact of model complexity on aeroelastic solution accuracy for
very flexible wings [19, 28]. These studies found that a parent built-up FEM and its derived
beam representation predict the same nonlinear structural and aeroelastic deformed shapes up
to very large wingtip deflections of the order of 40% semispan. Further, geometrically nonlinear
flutter analyses based on the beam model captured experimental flutter points for a range of wing
deflections with errors below 4%. These results corroborate the choice of using models of different
complexity but with similar accuracy within the same optimization process to predict the stress
and flutter constraints.

3.4 Structural Model Order Reduction

To evaluate the geometrically nonlinear flutter constraint, it requires reducing the TACS built-
up FEM at a given optimization step to a low-order beam representation in UM/NAST (see Sec. 2).
The equivalent beam distributions of the TACS built-up FEM are computed using the University
of Michigan’s Enhanced FEM2Stick (UM/EF2S) code [25, 26], which has been enhanced with
derivative capabilities for this work. The outputs from EF2S are fed to UM/NAST to compute
the geometrically nonlinear flutter constraint and its derivatives with respect to the equivalent
inertia and stiffness distributions. The total derivatives of the geometrically nonlinear flutter con-
straint with respect to the built-up FEM structural design variables are obtained from the adjoint
formulation in Sec. 2.2.

4 Optimization Problem

This section describes the optimization problem used for demonstrating the methodology. Sec-
tion 4.1 describes the baseline model and Sec. 4.2 reports the optimization problem statement.

4.1 Baseline Model

The baseline model is shown in Fig. 3. The model consists of a rectangular, untwisted wing with
a unit chord, an aspect ratio of 12, and a constant NACA 0012 aerodynamic cross section. The
structure is made of an isotropic 2024-T3 aluminum material with density of 2780 kg/m3, Young’s
modulus of 73.1 GPa, and tensile yield strength of 345 MPa. The wingbox spans from 15% to 65%
of the aerodynamic chord, and its sizing is determined from a preliminary structural optimization
under representative 2.5-g aerodynamic loads without a flutter constraint. The resulting optimized
structural mass is 68.5 kg. This pre-optimized wingbox model provided the baseline design for the
subsequent flutter-constrained optimization. The model is completed by three 15 kg non-structural
point masses along the trailing edge at each third of the semispan, which are included in the beam
model as rigid-body elements that are not optimized. These masses are added to make the baseline
model flutter over a range of flight speeds and wing-root angles of attack, resulting in a sensible
range of static deflections. The masses also help keep the flutter onset speed within a speed range
where the potential flow theory holds.
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Figure 3: Baseline wing model.

The built-up FEM wingbox in TACS is condensed to an equivalent beam model in UM/NAST
to evaluate the geometrically nonlinear flutter constraint at each optimization step. The beam
reference axis is at 41% of the aerodynamic chord and is discretized in 7 elements along the span.
This corresponds to 8 spanwise beam nodes at the beam element ends. While UM/NAST uses
a three-node beam element, only the element end nodes are used in the stiffness identification
because the geometrically exact strain-based beam formulation implemented into the framework
assumes element-uniform stiffness properties. Each beam reference axis node is connected to its
cross section’s leading and trailing edge nodes by an interpolation element akin to an MSC Nastran
RBE3. Figure 4 shows the TACS and UM/NAST models overlapped. The UM/NAST beam model
is coupled to a potential flow unsteady thin airfoil model [27] with a zero-thickness, flat-plate cross-
section. Subsonic compressibility effects are captured by the Prandtl–Glauert correction. Unsteady
aerodynamic effects are modeled by adding six inflow states per element [27]. Three-dimensional
aerodynamic effects are not considered in the flutter analysis. However, they can be added, for
instance, using tip loss factors or by specifying a variable lift curve slope along the span based on
a detailed aerodynamic model. Transonic effects could be incorporated by replacing the theory of
the current potential flow approach with an aerodynamic model appropriate for transonic regimes
(e.g., [11, 38]). This is however beyond the scope of the present work.

The low-order aeroelastic model is used for evaluating the geometrically nonlinear flutter con-
straint, while the other functions of interest are evaluated on the built-up FEM. This is capable
of capturing detailed structural features and their influence on the wing mass and peak stress
levels, while keeping geometrically nonlinear flutter analyses computationally tractable for opti-
mization. Integrating models of different complexity in the same gradient-based optimization is a
major new contribution from this work, compared with previous flutter-constrained optimizations
that included geometrically nonlinear effects [15–17].

4.2 Optimization Statement

Table 1 summarizes the optimization problem that demonstrates the methodology. The opti-
mization minimizes the wingbox structural mass by varying the thickness of the skin, spar, and
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Figure 4: Baseline wing TACS and UM/NAST structural models.

rib panels. Each panel is treated as a non-stiffened shell element and given its thickness variable,
resulting in 76 structural sizing variables. The non-structural point masses are kept constant during
the optimization. Hence, they are not considered in the objective function, as doing so only adds
a constant offset to the optimization results. The term “wingbox mass” hereafter refers to the
structural mass only, and any numerical mass values reported do not include the non-structural
point masses.

The primary constraint is the geometrically nonlinear flutter constraint evaluated in UM/NAST
based on the formulation of Section 2.1. This constraint aggregates the damping values from
a set of eigenvalue analyses at fixed root angle of attack and varying speed. The aggregation
provides a continuous, smooth, and differentiable approximation to a given design’s most positive
damping value. The damping values are bounded by a threshold of 0.12 rad/s that is constant
with speed and aggregated using an aggregation parameter ρKS = 100 for all damping values. The
threshold is introduced to avoid constraint violations associated with marginally stable in-plane
modes, achieving a similar effect as adding structural damping. The aggregated flutter constraint
value needs to be less than or equal to zero for the design to be feasible, with a value of zero
indicating an active constraint.

The optimization also enforces stress constraints, which are evaluated directly on the built-up
FEM. The stress constraint value on each element is computed using the von Mises stress failure
criterion. For this constraint, a value less than or equal to one indicates a feasible design [32],
differently from the flutter constraint that must be less or equal to zero for the design to be
feasible. The stress constraints for groups of elements are then KS-aggregated to reduce the number
of constraints to four: one for the upper skins, one for the lower skins, one for both spars, and one
for the ribs. The element stresses are evaluated from linear static analyses of the built-up FEM
under pre-computed loads representative of a 2.5-g maneuver, a typical aircraft sizing case, with a
safety factor of 1.5. The pre-computed loads are obtained from an aerostructural analysis at sea
level and Mach number of 0.5, using the built-up FEM in TACS coupled with ADflow, a parallel,
finite-volume, cell-centered, multi-block aerodynamic solver [39].4 The corresponding root angle of
attack for this condition was solved for by enforcing the total lift to match the desired load factor
of 2.5-g.

4https://github.com/mdolab/adflow
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Table 1: Optimization formulation.

Function/variable Description Unit Quantity

minimize M Wingbox mass kg
with respect to t Panel thicknesses of skins/spars/ribs m 76

subject to KSflutter ≤ 0 KS aggregate of modal damping values rad/s 1
KSstress ≤ 1 KS aggregates of 2.5-g Yield stress values Pa 4
|tskin, i − tskin, i+1| ≤ 0.005 Skin adjacency constraints m 28
|tspar, i − tspar, i+1| ≤ 0.005 Spar adjacency constraints m 28

Finally, the optimization includes a set of linear adjacency constraints that limit the thickness
change between any two adjacent skin or spar panels to be less than 5 mm. These constraints
enforce more realistic designs and improve the optimizer performance by limiting the design space,
even in cases where the adjacency constraints are not active.

While buckling constraints are essential in practical wing sizing and may be critical design con-
straints, they are omitted here to limit the problem complexity for the purpose of demonstrating
the geometrically nonlinear flutter constraint, which is the focus of this work. A complete optimiza-
tion statement could include buckling constraints using either an eigenvalue analysis or a smeared
stiffener approach [40, 41].

Three optimizations are solved by evaluating the geometrically nonlinear flutter constraint at
different root angles of attack α = 0◦, 3◦, and 6◦. These cases are considered to investigate how
geometrically nonlinear effects associated with different wing in-flight deflection levels impact the
optimized design. At zero root angle of attack, the geometrically nonlinear flutter constraint reduces
to a linear flutter constraint for the undeformed shape. At a nonzero root angle of attack, the wing
experiences static deflections that modify the flutter constraint value and lead to different optimized
results. The flutter analysis considers sea-level altitude and the speed range V = 10 → 180 m/s,
sampled with 10 equally spaced points. These flight conditions are chosen to make the wing
experience no, medium, and large static aeroelastic deflections at the three root angles of attack,
respectively. In all optimizations, the stress constraints are computed on the linear built-up FEM
(not on the beam model) based on the pre-computed loads for the 2.5-g maneuver, as described
above. These loads are obtained offline and do not vary with the root angle of attack considered in
the flutter analysis. This ensures that any changes in the optimized designs with the root angle of
attack are due to the impact of wing in-flight deflections on the flutter characteristics. Additionally,
the pre-computed loads are also the same as used in the preliminary structural optimization to size
the baseline design for the flutter-constrained optimizations.

4.3 Derivative verification

The total derivatives of the geometrically nonlinear flutter constraint with respect to the built-up
FEM structural sizing variables are verified by comparing the values computed from the developed
adjoint formulation (Sec. 2.2) with a second-order central finite-difference approximation applied
to the entire derivative chain:

dF
dx

=
F(x+ h)−F(x− h)

2h
+O(h2).

A step-size study is performed, and the resulting relative step used for the verification is h = 10−3.
Table 2 compares the derivatives for selected design variables computed using the finite-difference
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Table 2: Verification of the total derivatives of the flutter constraint KSflutter with respect to selected structural
design variables (relative finite-difference step size h = 10−3).

Derivative formulation

Design variable Finite difference Adjoint ∆ (%)

xRib 4 −14.108794 −14.114520 4.0586×10−2

xFront spar 4 −739.824090 −739.809480 1.9747×10−3

xRear spar 4 −615.554519 −615.548978 9.0021×10−4

xUpper skin 12 −900.766347 −900.753299 1.4486×10−3

xLower skin 12 −900.415733 −900.398323¸ 1.9335×10−3

approximation and the adjoint formulation. The derivative values agree with each other for all
design variables, showing relative errors from about 0.001% to 0.04%. The level of agreement for
the total derivatives reported in Table 2 is representative of all the total derivatives. The average
relative difference between the finite-difference and adjoint results is 0.005%.

5 Optimization Results

Table 3 summarizes the objective and constraint functions for all the optimized designs. The
results for the objective function (structural mass) show both the absolute value and the penalty
compared with the baseline design obtained from the pre-optimization without the flutter con-
straint. The results for the constraint functions show active constraints in black and inactive
constraints as faded. The wingbox mass increases due to the flutter constraint, which is active
(equal to zero) for all cases. When the flutter constraint is evaluated at α = 0◦, which corresponds
to a linear flutter analysis of the undeformed shape, the resulting penalty is 11.1% of the base-
line mass. When the flutter constraint is evaluated at α = 3◦ and 6◦, the wing experiences static
aeroelastic deflections, which vary with the flow speed, resulting in a geometrically nonlinear flutter
analysis. In these cases, the flutter constraint adds penalties of 38.1% and 52.7% of the baseline
mass, respectively, more than three and five times the penalty for α = 0◦.

Table 3: Optimized wingbox structural mass and state of the constraints for each case (faded = inactive constraint).

Flutter constraint root angle of attack
Baseline Linear Geometrically nonlinear

(no flutter constraint) α = 0◦ α = 3◦ α = 6◦

Mass [kg] 68.5 76.1 (+11.1%) 94.6 (+38.1%) 104.6 (+52.7%)

KSflutter - 0.0 0.0 0.0
KSstress for ribs 0.25 0.24 0.20 0.18
KSstress for spars 0.75 0.69 0.65 0.67
KSstress for upper skins 1.0 1.0 1.0 1.0
KSstress for lower skins 1.0 1.0 0.98 0.89

The stress constraints on the ribs and spars are inactive (less than one), while the ones on the
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upper skins are always active (equal to one). The lower skin’s stress constraints are active for the
baseline design and when the flutter constraint is evaluated at α = 0◦ (linear case) but are inactive
when the flutter constraint is evaluated at α = 3◦ and α = 6◦ (geometrically nonlinear cases).
This can be explained by analyzing the optimized structural sizing and the von Mises stress failure
criterion value, shown in Figs. 5 and 6, respectively, along with their differences compared with
the baseline design. In the optimized designs, the thicknesses of the spars, upper, and lower skins
increase with the root angle of attack considered in the flutter analysis. At nonzero root angle of
attack, the increased thickness of the spars decreases the wing deflections, allowing the optimizer
to satisfy the flutter constraint while lowering the skin stresses. The thickness also increases for
the lower skins, more than for the upper skins, when the flutter constraint is evaluated at α = 3◦

and α = 6◦, compared with the baseline design and the optimized design for the linear case. This
lowers the stress on the lower skins, resulting in an inactive constraint for the larger angles of
attack. Because the stress analyses in all optimizations use the same pre-computed loads, these
differences among the optimized designs can be directly attributed to the flutter constraint and its
variation with the root angle of attack and the resulting range of wing deflections.

(a) Baseline sizing, optimized without flutter constraint

(b) Optimized sizing with flutter constraint for α = 0◦ (c) Sizing difference with and without flutter constraint
for α = 0◦

(d) Optimized sizing with flutter constraint for α = 3◦ (e) Sizing difference with and without flutter constraint
for α = 3◦

(f) Optimized sizing with flutter constraint for α = 6◦ (g) Sizing difference with and without flutter constraint
for α = 6◦

Figure 5: Comparison of the baseline and optimized structural sizing.

Table 4 shows a mass breakdown for each group of components. Relative mass variations for
each optimized design are with respect to the mass value for the baseline model, which is pre-
optimized without the flutter constraint. Except for the optimized design at α = 0◦, all ribs remain
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(a) Baseline failure values, optimized without flutter con-
straint

(b) Optimized failure values with flutter constraint for
α = 0◦

(c) Failure values difference with and without flutter con-
straint for α = 0◦

(d) Optimized failure values with flutter constraint for
α = 3◦

(e) Failure values difference with and without flutter con-
straint for α = 3◦

(f) Optimized failure values with flutter constraint for
α = 6◦

(g) Failure values difference with and without flutter con-
straint for α = 6◦

Figure 6: Comparison of the baseline and optimized von Mises stress failure criterion values.

unchanged, at the lower bound, compared with the baseline wing. All optimized designs have
thicker spars than the baseline, especially at the front. Increasing the spar thickness is the most
mass efficient way for the optimizer to increase the wingbox torsional stiffness, mitigating flutter.
Additionally, reinforcing the front and rear spars differently changes the bend-twist coupling of the
wing as well as the elastic axis location, which also affect its flutter behavior. Reinforcing the front
spar also has the effect of shifting the center of mass forward, which has stabilizing aeroelastic
benefits. However, this is likely to be a negligible effect in this case, since the total mass of both
wing spars is less than half the mass of the non-structural trailing edge masses.

The mass of the upper and lower skins increases compared with the baseline design, particularly
in the α = 3◦ and α = 6◦ cases. This can be attributed to a different flutter mechanism for those
root angles of attack cases compared with the α = 0◦ case, as shown in Table 5. At zero root angle
of attack, the flutter mechanism involves the coupling of out-of-plane bending and torsion, which
the optimizer delays by mainly thickening the front spar.

At a nonzero root angle of attack, the wing’s vertical deflection leads to a geometrically nonlinear
coupling between in-plane bending and torsion [4], causing the originally in-plane bending mode
(mode 2) to transform into a 3-DOF flutter mechanism. In this case, the optimizer further increases
the spar and skin thicknesses compared to the flutter constraint evaluated at α = 0◦. Increasing
the thickness of the spars stiffens the wing in in-plane bending and torsion while increasing the skin
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Table 4: Breakdown of the optimized wingbox structural mass and change relative to the baseline design.

Flutter constraint root angle of attack
Baseline Linear Geometrically nonlinear

(no flutter constraint) α = 0◦ α = 3◦ α = 6◦

Group Mass [kg] Mass [kg] ∆[%] Mass [kg] ∆[%] Mass [kg] ∆[%]

Ribs 4.8 6.3 30.2 4.8 0.0 4.8 0.0
Front spar 3.4 5.5 61.4 9.4 173.3 9.0 161.8
Rear spar 2.8 3.1 11.9 7.7 176.0 7.3 161.5
Upper skin 29.4 29.8 1.2 35.9 21.9 40.9 39.1
Lower skin 28.1 30.4 8.5 36.9 31.5 42.6 52.0

Table 5: Baseline critical flutter speed and the associated aeroelastic mode for each case.

α[◦] Vf [m/s] Flutter mode #

0 151.7 4

3 145.1 2

6 137.9 2

thicknesses reduces the wing deflections, in turn reducing the coupling of in-plane bending with
torsion and helping mitigate flutter.

The optimizer trades off increasing the thicknesses of skins and spars to satisfy the flutter
constraint while minimizing the mass penalty. When the flutter constraint is evaluated at root
angle of attack of α = 3◦, the optimizer finds it more effective to thicken the spar. To satisfy
the flutter constraint at α = 6◦, the optimizer chooses to increase the skin thickness even further,
but the spars show a smaller increase than for α = 3◦. This result suggests that reducing in-
flight deflections to restrict the in-plane bending-torsion coupling is a more mass-effective flutter
suppression strategy at larger root angles of attack compared with increasing in-plane bending and
torsional stiffness.

The optimized structural sizing is reflected in the static aeroelastic response. Figure 7 shows
the wing displacements normalized by the semispan and the twist angle spanwise distribution for
all cases at the maximum speed of 180 m/s considered in the flutter analyses. The out-of-plane
bending tip displacements of the baseline design range from 0–50% of the semispan, which reduces
to 0–29% semispan for the optimized designs, with attenuated shortening effects. Twist angles are
also smaller for the optimized designs, demonstrating close to a linear twist distribution, while for
the baseline design, it flattens around the tip due to geometrically nonlinear effects. The smaller
static aeroelastic deflections of the optimized designs result from the increased skin thickness, which
stiffens the structure.

Figure 8 and Table 6 show the structural mode shapes and frequencies for the undeformed
baseline and optimized designs, where OOP, IP, and T refer to out-of-plane bending, in-plane
bending, and torsion modes respectively. The mode shapes are computed on the beam model to
better focus on the global OOP, IP, and T behaviors, which can be readily identified from the
bending displacements and twist rotations of the reference axis. The concentrated masses at the
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Figure 7: Static aeroelastic response of the baseline and optimized designs at V = 180 m/s.

trailing edge couple OOP bending and torsion modes, causing no pure torsional modes but coupled
bending-torsion modes. While the mode shapes are similar across all designs, the frequency values
and separation increase with the root angle of attack considered in the flutter constraint because of
the added structural thickness. Note that the structural mode shapes and frequencies are reported
for completeness and to explore the impact of the flutter constraint root angle of attack on the
wing vibration features. They are not used in the aeroelastic eigenvalue analyses for evaluating the
flutter constraint. The eigenvalue analyses are conducted on the full-order state-space matrix of the
aeroelastic system linearized about each flight condition, not on a set of modal equations defined
using structural mode shapes (which is the common practice in linear flutter analysis solvers), as
discussed in Secs. 2 and 3.
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(b) α = 3◦
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(c) α = 6◦

Figure 8: Mode shapes of the undeformed baseline (dash) and optimized (solid) designs.

The flutter constraint is active for all optimized designs, as highlighted in the damping plots
of Fig. 9. While the flutter analysis considers all aeroelastic DOFs, only the first four modes are
visualized to highlight the flutter point. Figure 10 compares the optimized and baseline designs.

Table 5 contains the flutter speed and associated aeroelastic modes of the baseline design for
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Table 6: In-vacuum structural frequencies of the undeformed baseline and optimized wingbox configurations.

Flutter constraint root angle of attack
Baseline Linear Geometrically nonlinear

(no flutter constraint) α = 0◦ α = 3◦ α = 6◦

Mode Type f [Hz] f [Hz] ∆[%] f [Hz] ∆[%] f [Hz] ∆[%]

1 OOP1 3.44 3.47 0.9 4.01 16.6 4.26 23.8
2 IP1 10.24 10.60 3.5 13.47 31.5 13.86 35.4
3 OOP2 17.07 17.65 3.4 17.63 3.3 18.13 6.2
4 OOP1+T1 28.37 28.69 1.1 34.32 21.0 36.11 27.3

each of the three root angle-of-attack cases. The critical aeroelastic mode is labeled according
to their frequency order. The baseline design is flutter critical for each root angle of attack. In
contrast, the unstable modes are pushed below the 0.12 rad/s damping threshold for all optimized
designs at the speed points used in the optimization.

The flutter mechanism varies with the root angle of attack due to the different wing static
deflections. When the flutter constraint is evaluated at α = 0◦, the wing remains undeformed at all
speeds. The two fluttering modes for the baseline design are modes 3 and 4, which involve coupled
out-of-plane bending and torsion. By increasing the front spar thickness, the optimizer increases
the frequencies of these modes and reduces their coupling to delay flutter. Mode 2, an in-plane
bending mode, is unaffected by the optimization because it does not interact with aerodynamics
for this case. When the flutter constraint is evaluated at a nonzero root angle of attack, the wing
experiences static deflections, which vary with speed. In these cases, the previously described 3
DOF mode that originates from the in-plane structural mode 2 is the critical flutter mode for
the baseline design and the α = 3◦ and α = 6◦ optimized designs. As already mentioned, this
behavior is driven by the geometrically nonlinear coupling of in-plane bending and torsion in the
presence of wing deflections, which the optimizer mitigates by increasing the wingbox skin and spar
thicknesses. The flutter speed of the baseline design decreases for increasing root angle of attack,
which eventually causes an increase in the mass of the optimized design. This behavior is caused by
the change in the flutter mode between α = 0◦ and α = 3◦ and by the more pronounced instability
of the new critical mode between α = 3◦ and α = 6◦ (Table 5).

6 Conclusions

This paper presented a framework for high-fidelity gradient-based wing structural optimiza-
tion subject to a geometrically nonlinear flutter constraint. The framework evaluates the mass
objective function and the linear stress and adjacency constraints on a built-up (detailed) FEM to
capture realistic structural details. The built-up FEM at each optimization step is condensed to a
low-order equivalent beam model to keep the geometrically nonlinear flutter constraint computa-
tionally tractable for optimization. The geometrically nonlinear flutter analysis considers the wing
statically deformed shape at each flight condition, and KS-aggregates the damping values into a
scalar constraint.

The methodology was implemented into a computational environment that couples the built-up
FEM solver TACS with the nonlinear aeroelastic solver UM/NAST using UM/EF2S to reduce the
built-up FEM to a beam model at each optimization step. The total derivatives of the geometrically
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Figure 9: Flutter analysis of baseline and optimized designs for each root angle of attack.
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Figure 10: Flutter analysis of all baseline and optimized designs.

nonlinear flutter constraint evaluated on the beam model with respect to the detailed structural
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sizing variables were computed using the adjoint method.
The methodology was demonstrated by minimizing the mass of a high-aspect-ratio wingbox

subject to the geometrically nonlinear flutter constraint along with stress and adjacency constraints.
Multiple optimizations were performed with the flutter constraint computed at different root angles
of attack to explore the impact of geometrically nonlinear effects. In all optimizations, the stress
constraints were evaluated considering pre-computed loads representative of a 2.5-g maneuver to
focus on the effect of the flutter constraint.

At nonzero root angle of attack, the flutter constraint added a mass penalty up to more than
five times the one at zero root angle of attack, where the wing is undeformed in the flutter analysis.
The mass increase with the root angle of attack is attributed to the impact of wing static aeroe-
lastic deflections on the flutter speed and mechanism, which is associated with the geometrically
nonlinear effect. The optimized designs showed significantly different thickness distributions as the
optimizer sought to mitigate a 3-DOF flutter mechanism that only occurs when wing deflections
are considered.

These results demonstrate the need for geometrically nonlinear flutter analyses when optimizing
wings with high aspect ratios subject to a flutter constraint. This work fills a gap left by previous
efforts, which either optimized a built-up FEM based on a linear flutter constraint or included
geometrically nonlinear effects but only optimized a beam model. Furthermore, This work is a step
toward considering geometrically nonlinear flutter analyses early in the aircraft design cycle.
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