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Abstract

Vertical takeoff and landing (VTOL) aircraft design requires consideration of an efficiency trade-off
between various flight conditions, including hover, transition, and cruise. To capture this trade-off,
we propose simultaneous optimization of aircraft conceptual design and takeoff trajectory. Design-
trajectory optimization, also called open-loop control co-design, allows us to find the optimal aircraft
design that balances the flight efficiency between various flight conditions for maximum system-level
performance. In this paper, we maximize the payload weight capacity of a lift-plus-cruise unmanned
aerial vehicle (UAV) for package delivery. As a result, simultaneous optimization increases the
payload weight by up to 5.3% compared to the conventional approach, which does not couple
takeoff trajectory optimization to UAV conceptual design. We identify that the cruise speed and
pusher motor sizing have a significant influence on takeoff trajectory. Simultaneous optimization
finds the optimal cruise speed and motor sizing that enables energy-efficient wing-borne climb,
which is not always possible with conventional sequential optimization.

Notation
AR = wing aspect ratio T = rotor thrust, N
CD = drag coefficient t = time, s
CL = lift coefficient v = velocity, m/s
c = rotor blade chord, m W = component weight, kg
D = drag, N w = fuselage width, m
d = rotor-fuselage separation, m x = horizontal location, m
E = energy, J y = altitude, m
F = rotor in-plane force, N α = angle of attack, rad
g = gravity constant, m/s2 θ = body pitch angle, rad
L = lift, N γ = flight path angle, rad
m = UAV total weight, kg Ω = rotor rotational speed, rad/s
P = power consumption, W ϕ = rotor blade twist, rad
P̄ = motor power rating, W ρb = battery density, Wh/kg
R = rotor radius, m ()0 = initial condition
S = wing area, m2 ()f = terminal condition
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1 Introduction

The transportation of commercial packages and medical supplies is an essential application of
unmanned aerial vehicles (UAVs). UAV delivery—also known as drone delivery—is faster and
potentially more environmentally friendly than conventional ground delivery [1]. Vertical takeoff
and landing (VTOL) configurations with a wing, such as a tailsitter and lift-plus-cruise, are viable
for UAV delivery because the efficient wing-borne cruise enables a longer range compared to wingless
multirotors. This work contributes to the conceptual design methodology of VTOL UAVs.

One of the main challenges in designing a VTOL aircraft is the diverse flight conditions, which
vary from hover to wing-borne forward flight. In general, there is a trade-off between vertical
flight efficiency and cruise efficiency: a cruise-efficient UAV design is not very efficient in vertical
flights (i.e., hover, vertical climb, and descent), and vice versa. Therefore, we need to balance
the two contradicting factors to design an efficient vehicle in terms of system-level performance
(e.g., total energy consumption, payload weight capacity, and UAV total weight). One common
approach is multipoint design optimization: for example, we maximize the weighted sum of the
hover and cruise efficiency. The resulting design performs well (but not the best) in both vertical
and cruise conditions. However, selecting an appropriate weighting factor for each flight condition
of multipoint optimization is often difficult. Furthermore, this approach typically ignores transition
performance, which is a mixture of vertical and cruise performance. Transition is more challenging
to account for in the conceptual design process because of its inherently dynamic nature.

To address these challenges, we propose simultaneous optimization of the UAV conceptual design
and takeoff flight trajectory to maximize system-level performance. In this work, we maximize the
payload weight capacity of a package delivery lift-plus-cruise UAV given the mission requirements.
The simultaneous optimization allows us to find the optimal balance of the UAV performance at
various flight conditions, including the dynamic transition.

This paper is composed as follows. In Section 2, we briefly review the relevant literature.
Section 3 explains the models of the UAV dynamics, aerodynamics, rotor analysis, and weight esti-
mation we use in this study. Section 4 presents the problem formulation and result of simple UAV
conceptual design optimization, which is not coupled to trajectory optimization. Then, Section 5
discusses takeoff trajectory optimization while fixing the vehicle design. In Section 6, we describe
the novel simultaneous design-trajectory optimization problem. We also discuss the difference be-
tween the UAV designs obtained by the simultaneous optimization and the one from conventional
sequential optimization.

2 Relevant Literature

Electric VTOL (eVTOL) UAV Conceptual Design. Modeling and Optimization of eV-
TOL UAV conceptual design have been an active research topic over the last decade. For the
lift-plus-cruise configuration, Tyan et al. [2] presented a conceptual sizing study of a 3.5-kg UAV.
Zhang et al. [3] optimized the design of a lift-plus-cruise UAV’s electric propulsion system. An
et al. [4] investigated a hydrogen-electric lift-plus-cruise UAV design. Chakraborty and Mishra
[5] also presented a comprehensive sizing method for an electric lift-plus-cruise aircraft, although
they studied urban air mobility (UAM) aircraft but not small UAVs. For the wingless multirotor
configuration, Bershadsky et al. [6] presented regression models and performed conceptual design
optimization. Winslow et al. [7] proposed component weight estimation models for quadrotor siz-
ing. Vu et al. [8] also proposed electric propulsion system sizing models for multirotors. On the
tailsitter, Sridharan et al. [9] investigated the quadrotor biplane tailsitter design of various vehicle
sizes. The same authors also performed multidisciplinary design optimization (MDO) of the same
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Table 1: Summary of recent VTOL trajectory optimization literature.

Authors Year Configuration Takeoff weight, kg Trajectory problem
Panish et al. [16] 2022 tiltwing 6.9 forward1 and backward2 transition
Orndorff et al. [13] 2022 lift-plus-cruise 3724.0 forward transition
Delbecq et al. [17] 2021 multirotor 50.8 vertical climb
Wang et al. [14] 2021 lift-plus-cruise 600.0 maneuverability assessment
Anderson et al. [15] 2021 tailsitter 1.4 takeoff and forward transition
Chauhan et al. [18] 2020 tiltwing 725.0 takeoff and forward transition
Pradeep et al. [19] 2018 tiltwing 752.0 backward transition and descent
Verling et al. [20] 2017 tailsitter 3.0 backward transition
Oosedo et al. [21] 2017 tailsitter 1.6 forward transition
Banazadeh et al. [22] 2016 tailsitter 46.0 forward and backward transition
Maqsood et al. [23] 2012 tiltwing – forward and backward transition
Kubo et al. [24] 2008 tailsitter 2.0 forward and backward transition

1Forward transition: hover-to-cruise 2Backward transition: cruise-to-hover

tailsitter UAV [10]. There also exits the research to compare multiple configurations. Govindara-
jan and Sridharan [11] performed conceptual design optimization of multirotors, a tailsitter, and
a tiltable tricopter for package delivery. Palaia et al. [12] discussed the comparison of different
eVTOL configurations, although their work focused on UAM-scale aircraft.

eVTOL Trajectory Optimization. Orndorff and Hwang [13] performed trajectory optimiza-
tion of a constant-altitude forward transition (i.e., hover-to-cruise transition) of a lift-plus-cruise air
taxi. Wang et al. [14] used trajectory optimization to evaluate the maneuverability of a lift-plus-
cruise aircraft for UAM. For lightweight UAVs, Anderson et al. [15] reported a comparison of the
aerodynamic models for tailsitter trajectory optimization. Other trajectory optimization literature
is summarized in Table 1. The table mostly focuses on the VTOL UAV trajectory optimization
work, but it also includes a few relevant papers on the UAM application.

Simultaneous Design-Trajectory Optimization. In this paper, we combine the UAV con-
ceptual design optimization and trajectory optimization into a monolithic optimization problem.
The design-trajectory optimization is also called open-loop control co-design [25]. Allison et al. [26]
summarized various problem formulations for co-design optimization and correlated the co-design
formulations to the MDO architectures [27, 28]. Herber et al. [29] compared the nested and si-
multaneous optimization approaches for co-design. They also performed benchmark studies on a
few test problems. On the application side, Delbecq et al. [17] performed design-trajectory opti-
mization of a wingless multirotor. They optimized the UAV sizing variables and one-dimensional
vertical climb trajectory. Other aerospace applications of design-trajectory optimization include the
work on a fixed-wing UAV [30], a high altitude long endurance (HALE) aircraft [31], a hypersonic
waverider [32], and a launch vehicle [33].

3 Models

3.1 UAV Configuration and Baseline Specification

We study a lift-plus-cruise eVTOL configuration in this paper. A lift-plus-cruise aircraft has
two distinct sets of rotors, one for cruise thrust and the other for vertical lift. The lift-plus-cruise
vehicles are efficient in both vertical flight and wing-borne cruise because each propulsion system is
tailored independently to its operating conditions. The vertical propulsor is designed to be efficient
in hover and vertical flights, whereas the cruise propulsor is designed for higher-speed forward flight
conditions. Another advantage of the lift-plus-cruise configuration is mechanical simplicity, unlike
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Lifting rotors
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Figure 1: Lift-plus-cruise configuration.

Table 2: Baseline specification of the Wing’s UAV [36].

Description Value

Takeoff weight 6.4 kg
Payload weight 1.2 kg
Roundtrip range 20 km
Cruise speed 29m/s
Cruise altitude 45m
Wing span 1m
Wing area 0.152m2

tiltwing or tiltrotor that require a complex tilt mechanism. This simplicity is particularly preferable
for lightweight UAVs. The shortcomings are the additional weight and drag due to the redundant
propulsion systems compared to tailsitters or vectored thrust aircraft, which use the same propulsor
in both vertical flight and cruise.

Figure 1 shows a notional vehicle configuration we investigate in this work. The vehicle has one
pusher and four lifting rotors attached to the wing via the booms. All lifting rotors are two-bladed,
which is important to reduce the lifting rotor drag in the cruise. Aligning the blades parallel
to the flow reduces the cruise drag significantly compared to placing the blades perpendicular to
the flow [34]. We also use a two-blade propeller for the pusher because most of the off-the-shelf
small-scale rotors have two blades [35].

In this paper, the mission setups and the baseline UAV specification are based on the Wing’s
package delivery UAV [36], as summarized in Table 2.

3.2 Vehicle Dynamics

We consider two-degree-of-freedom dynamics in the longitudinal plane. This dynamics model
regards the body pitch angle as a control input. Figure 2 shows the schematic of vehicle dynamics.

The equations of motion are

mv̇x = (Tpusher − F ) cos θ − Tlifter sin θ −D cos γ − L sin γ ,

mv̇y = (Tpusher − F ) sin θ − Tlifter cos θ −D sin γ + L cos γ −mg ,
(1)

where m is the vehicle mass, vx and vy are the horizontal and vertical speed, θ is the pitch angle
relative to the horizontal plane, and γ is the flight path angle given by γ = arctan(vx/vy). L and
D are the lift and drag. Tpusher and Tlifter are the thrust of the pushing rotor and lifting rotors,

4



Tlifter

Tpusher

mg

D

L

V

qx

y

F

Figure 2: Dynamics model of a lift-plus-cruise UAV.

respectively. F is the in-plane force of the lifting rotor, which is non-zero when the inflow is not
normal to the rotor disk, for example, edgewise forward flight. We ignore the pusher’s in-plane force
because the pusher inflow is nearly normal except for the vertical flights, where the inflow speed is
low and the in-plane force is insignificant. In Eq. (1), m and g are time-independent, whereas all
the other variables are a function of time.

In addition, an ordinal differential equation for energy consumption is

Ė(t) = P (t) , (2)

where E is accumulated energy consumption and P is the power required by the rotors.
The lift and drag are computed using a simple aerodynamic model, and the rotor thrusts and

powers are computed using the blade element momentum (BEM) analysis:

L,D = faero(vx, vy, θ) ,

T, F, P = frotor(vx, vy, θ,Ω) ,
(3)

where Ω is the angular velocity control input of a rotor. We perform a rotor analysis for each of
the pushing and lifting rotors because they have different rotor designs and control inputs.

3.3 Aerodynamic Model

The aerodynamic model computes the lift and drag coefficients as a function of the angle of
attack α. VTOL trajectory analysis requires a post-stall aerodynamic model because the wing
stalls in vertical and initial transition phases. We use an aerodynamic model used in the eVTOL
trajectory optimization work by Ref. 18. This model combines airfoil’s pre-stall data (CL and CD

at various angles of attack), a finite-wing correction based on the lifting-line theory, and a post-stall
model developed in Ref. 37. The pre-stall airfoil data in this study was generated using XFOIL [38]
on NACA 0012 airfoil at Re = 200, 000. We assumed a constant wing aspect ratio of 6.6, which is
the estimated aspect ratio of the Wing’s UAV, and the Oswald efficiency of 0.8.

Lift-plus-cruise eVTOLs suffer from a higher drag coefficient in cruise than conventional fixed-
wing aircraft because of the additional drag from the lifting rotors. We use the minimum CD of
0.0397 based on Ref. 34, who performed wind-tunnel experiments of a lift-plus-cruise configuration
at a similar Reynolds number to our study. We then adjusted the CD − α curve from the above
aerodynamic model to yield CDmin = 0.0397. The resulting lift and drag coefficient models are
shown in Fig. 3.

3.4 Rotor Analysis

We use the blade element momentum (BEM) theory for rotor analysis. The BEM model
computes the rotor thrust, in-plane force, and power given the rotor rotational speed, inflow speed,
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Figure 3: Lift and drag coefficient models.

and inflow angle with respect to the rotor disk plane. Then, the thrust and in-plane force are used
in Eq. (1), and the power is integrated to compute the energy consumption by Eq. (2).

We use CCBlade [39] as a BEM implementation. This package is implemented in Julia, and
we use a Julia wrapper1 to call CCBlade within the OpenMDAO framework [40], on which all the
other models are implemented. We used the Prandtl correction for the tip and hub loss. The hub
diameter is assumed to be 15% of the rotor diameter, which is the typical value of off-the-shelf
small rotors [8, 35].

To compute the power required, we assume a constant motor efficiency of 0.95 [5]. We also
estimate the loss due to the boom-rotor interaction using a simple geometry-based model [5, 41].
The baseline geometry gives a factor of 0.97, and we use this factor throughout the optimization.
The pusher-body interaction is ignored.

3.5 Weight Estimation

The component weights of the wing, rotors, motors, electric speed controllers (ESCs), and
battery are estimated using the following models [6, 11, 42]:

Wwing = −0.0802 + 2.2854S , (4)

Wrotor = 0.7484R2 − 0.0403R , (5)

Wmotor+ESC = 6.1× 10−4P̄ , (6)

Wbattery =
Etotal

(0.85× 0.8)ρb
, (7)

where S is the wing area, R is the rotor radius, and P̄ is the motor power rating. Eqs. (4)–(6)
uses the SI units. The battery weight is determined based on the energy required for a round-trip
mission Etotal and the energy density ρb. We use a battery density of 158Wh/kg, which includes
the additional weight of the casing [11]. In Eq. (7), the factor of 0.85 accounts for the losses

1https://github.com/byuflowlab/OpenMDAO.jl.
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Table 3: UAV static design optimization problem.

Function/variable Description

maximize Wpayload payload weight capacity

by varying design S wing area
vcruise cruise speed
P̄lifter, P̄pusher power rating of lifting motors and a pushing motor
Rlifter, Rpusher radius of lifting and pushing rotors
ϕlifter, ϕpusher blade twist distribution of each rotor set
clifter, cpusher blade chord distribution of each rotor set

control θ body pitch attitude at each flight conditions
Ωlifter, Ωpusher rotor speed at each flight conditions
vx,climb horizontal speed at climb point

subject to design CL ≤ 0.8 lift coefficient in cruise
Phover-out ≤ P̄lifter power constraint at one-motor-out hover point
Pclimb ≤ P̄pusher power constraint at climb point
vx ≤ 100 (mph) speed limit in cruise and climb points (FAA Part 107)
g(rlifter, S) ≤ 0 spanwise geometry constraint
c ≤ 0.35r rotor chord upper bounds

trim v̇y = 0 vertical equilibrium at each flight condition
v̇x = 0 horizontal equilibrium at each flight condition

in transmission and onboard system powers [9], and 0.8 is to secure the reserve energy, which is
assumed to be 20% of the mission energy [43].

Then, the payload weight is given by

Wpayload = Wtotal − (Wrotor +Wmotor+ESC +Wwing +Wbattery +Wothers) , (8)

where Wtotal is the total takeoff weight, and Wothers are the weight of all the other items, including
fuselage structure, avionic, and wiring. The total weight and misc weight are fixed during optimiza-
tion in this study. To estimate the miscellaneous weight Wothers, we set the payload weight of the
statically-optimized design (explained in Sec. 4) to 1.2 kg, which is the maximum payload capacity
of the Wing’s UAV. We then estimate Wothers in a reverse manner by subtracting the component
weights from the fixed total weight (6.4 kg) following Eq. (8). This gives Wothers = 3.859 kg.

4 UAV Static Design Optimization

The first optimization problem maximizes the payload weight capacity while fixing the total
takeoff weight. We call this problem static because it does not include the trajectory analysis
and is based only on steady flight conditions. The UAV design variables are the wing area, cruise
speed, motor power ratings, rotor radius, and the chord and twist distribution of rotor blades.
The chord and twist distribution is parametrized by b-splines with 5 spanwise control points. We
independently design the lifting propulsor (motors and rotors) and the pushing propulsor. In
addition, the component weights of the payload, battery, motors, ECSs, rotors, and wing also vary
following Eqs. (4)–(8), although these parameters are not independent optimization variables. The
static design optimization problem is summarized in Table 3.
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Figure 4: Mission profile used to compute the total energy consumption in static design optimization. The figure
only shows a one-way flight; in optimization, we compute the energy for a round-trip flight.

4.1 Steady Flight Conditions

The static optimization formulation includes four steady flight conditions: cruise, nominal hover,
one-motor-out hover, and steady climb. The cruise and nominal hover points determine the to-
tal energy consumption based on a simplified mission profile shown in Fig. 4. For static design
optimization, we approximate the energy consumption of the takeoff, transition, and climb phase
with the energy for 45 sec of hover [10]. The descent and landing phase is also approximated by
an additional hover of 20 sec, assuming 1m/s vertical descent for 20m, which is double the no-fly
zone (NFZ) height explained later in Sec. 5. Here, the UAV is assumed to glide down to 20m
altitude with zero power. We also assume that a UAV carries back the payload on the return flight,
considering an undesirable scenario where the UAV cannot release the payload at the customer’s
location. In this case, the energy for a round trip is twice the energy for a one-way flight.

We use the one-motor-out hover condition to determine the lifting motor sizing and the steady
climb condition to size the pusher, following the eVTOL conceptual design work [5]. To do so,
we impose a power inequality constraint such that the lifting motor power rating must be higher
than the power required at a one-motor-out steady hover. Likewise, we impose a pusher power
constraint on the steady climb condition, where we set the 3m/s rate of climb requirement [2]. The
horizontal speed at the steady climb point is arbitrary and is an optimization variable. We also
allow the UAV to use the lifting rotor to augment the lift in the climb condition.

4.2 Constraints

We set the maximum cruise lift coefficient of 0.8. We determined this value based on the
cruise speed and wing area of the Wing’s UAV, as shown in Table 2. The cruise speed variable is
upper-bounded at 100mph based on the FAA Part 107 requirement.

We also impose a geometry constraint to limit the lifting rotor radius. The rotor radius variable
tends to reach the upper bound because a larger disk area lowers power consumption. The following
geometry constraint prohibits interference between the lifting rotors and fuselage:

g(R,S) = 2Rlifter + 2d+ w −
√
S/AR ≤ 0 , (9)

where d is the minimum separation between the fuselage and rotor tip and w is the fuselage width,
and AR = 6.6 is the aspect ratio. We use d = 0.05 m from Ref. 2 and w = 0.15 m based on the
Wing’s UAV geometry [36]. In the chordwise direction, we assume that booms are long enough to
separate the wing and rotors. On the pusher radius, we impose the upper bound of 0.3m, which
is double the baseline rotor radius. The upper bound of the rotor blade chord is 35% of the radius
based on the small-scale propeller geometry data from the UIUC database [8, 35]
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Figure 5: Comparison of the baseline UAV design and the statically-optimized design. The left figure shows the
wing area, rotor radius, and cruise speed variables. The upper-right figure shows the component weight breakdown.
The lower-right plots are the rotor blade designs.

4.3 Numerical Approach

We implemented the static design optimization problem using the OpenMDAO framework [40].
The derivatives are computed analytically, except for the BEM analysis that employs algorith-
mic differentiation. We use a sequential quadratic programming optimizer SNOPT [44] and py-
OptSparse wrapper [45] for optimization. The optimization runtime was about 1min on a desktop
computer with a 3.4GHz CPU.

4.4 Results

Figure 5 shows the static design optimization results. Here, we compare the optimized design
to a baseline design based on the Wing’s UAV. The baseline has the same cruise speed, wing area,
and disk area as the Wing’s vehicle. We then determined the baseline motor power ratings, rotor
chord and twist, and the component weight breakdown by solving the static optimization problem
while fixing the cruise speed, wing area, and disk area variables.

As a result of optimization, the payload weight increased by 0.72 kg compared to the baseline.
The rotor radius became significantly larger to lower the disk loading. The geometry constraint
limited the lifting rotor radius, and the pusher radius hit the upper bound. The lower disk loading
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reduced the power consumption, which ultimately decreased the battery, motors, and ESCs’ weight.
The larger rotor radius also increased the rotor weight, but overall, the weight reduction of the other
components was more significant. The cruise speed also increased to reduce the wing area hence
the wing weight. The higher cruise speed also shortened the cruise endurance. If we made the
cruise speed even higher than the optimal value, the power required for the cruise would become
too high.

The twist and normalized chord distribution of the lifting rotors were almost unchanged between
the baseline and the optimized design because they are both optimized for the same hover condition.
For the pushing rotor, the chord and twist increased compared to the baseline because the inflow
conditions of the design point (i.e., cruise speed) has changed.

5 Takeoff Trajectory Optimization

Next, we minimize the energy consumption of the takeoff phase while fixing the UAV design.
In this paper, “takeoff trajectory” means the vertical takeoff, climb to the cruise altitude, and
acceleration to the cruise speed. Trajectory optimization determines the optimal flight path and
control input history given the initial conditions (zero velocity on the ground) and the terminal
conditions (cruise at 45m altitude). The takeoff horizontal distance is assumed to be 1000m in
this section. For simultaneous design-trajectory optimization in Sec. 6, we also explore a 1500m
case and discuss the implication of the takeoff distance to the optimal UAV design and trajectory.

5.1 Boundary and Path Constraints

The initial and terminal conditions are:

x0 = 0 , xf = 1000 ,

y0 = 0 , y0 = 45 ,

vx0 = 0 , vxf
= vcruise ,

vy0 = 0 , vyf = 0 ,

θ0 = 0 , θf = θcruise .

(10)

We impose the initial conditions by fixing the state variables at t0 = 0. Terminal conditions are
imposed as equality constraints.

We impose three path inequality constraints. First, the velocity cannot exceed 100mph based
on the FAA Part 107 requirement. Second, the power required must be lower than the motor
power ratings (i.e., maximum steady power output), which was determined by the static design
optimization. Third, we impose a vertical takeoff constraint to prohibit horizontal takeoff like a
fixed-wing aircraft. For this purpose, we define an NFZ of 10m height (typical height of a three-
story building) with a 5m horizontal radius from the takeoff point. Then, we require that one
point along the trajectory, (xv, yv), must be within the 5m radius and above the 10m altitude
threshold. The vertical takeoff requirement is illustrated in Fig. 6. This is not a rigorous NFZ path
constraint, and a multimodal path (e.g., climb-dive-climb path) may violate the NFZ requirement
while satisfying the above constraint. However, such a multimodal path is not energy-optimal;
therefore, we do not consider these corner cases. The above constraint is equivalent to the NFZ
path constraint for a monotonic climb.

The trajectory optimization problem is summarized in Table 4.
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Figure 6: Schematic of the vertical takeoff requirement.

Table 4: Takeoff trajectory optimization problem.

Function/variable Description

minimize Ef energy consumption

by varying time tf duration
states x horizontal location

y altitude
vx horizontal speed
vy vertical speed
E accumulated energy consumption

controls θ body pitch attitude
Ωlifter lifting rotor speed
Ωpusher pushing rotor speed

subject to terminal Eq. (10) as equality constraints
path Plifter < P̄lifter lifting motor power upper bound

Ppusher < P̄pusher pushing motor power upper bound
vx ≤ 44.7 PART 107 speed limit
xv ≤ 5, yv ≥ 10 vertical takeoff requirement

defect to impose the equations of motion Eq. (1)

5.2 Numerical Approach

We use Dymos [46], an optimal control library built on top of the OpenMDAO framework.
Dymos implements direct transcription methods to discretize a trajectory optimization problem and
transcript it to a nonlinear optimization problem. In this work, we employed the third-order Radau
collocation method [47] with 20 segments for the takeoff trajectory. The resulting problem has 507
optimization variables and 704 constraints whose Jacobian is sparse. We use the total Jacobian
coloring[28, 40] to exploit the Jacobian sparsity and reduce the cost of computing derivatives.

We employed IPOPT [48] for trajectory optimization. The optimization runtime, including the
coloring computation, was about 15min without parallelization.

5.3 Results

Figure 7 shows the optimized takeoff trajectory. The red vectors visualize the thrust vector
(lifter and pusher combined), and the airfoil profiles show the body pitch angle. The thrust vector
and pitch angle were plotted at a 3-sec interval. The black vectors at the bottom are the flight
velocity.

The blue line in Fig. 7 is the result of the original trajectory optimization problem stated in
Table 4. The optimized trajectory was energy-inefficient, using the lifting rotors to gain altitude
to 45m and the pusher to accelerate to the cruise speed. The takeoff and climb phases consumed
23.954Wh per round-trip, which accounts for 41.8% of the total energy consumption for the round-
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optimizations.

trip mission. The trajectory was limited by the power upper bound, which comes from the motor
power rating determined in the UAV design optimization process. Figure 8 shows the power histories
of the lifting and pushing motors. We see that the power histories hit the upper bounds. In
particular, the pusher’s power upper bound was the main factor for the energy-inefficient trajectory.
The pushing motor was too weak to perform a wing-borne climb while accelerating to the cruise
speed within the 1000m distance. Consequently, the UAV had to use the lifting rotors to gain all
the altitude first, then it accelerated without climbing.

Suppose we relax the pusher’s power upper bound by setting P ≤ 1.2P̄pusher. In that case, the
UAV can climb using the wing (green line in Fig. 7). The takeoff energy consumption reduces to
17.631Wh, which is 26.4% lower than the original trajectory. The lower energy consumption means
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a lower battery weight, which can increase the payload weight. However, increasing the power upper
bound (which equals the motor power rating) results in a heavier motor, which decreases the payload
capacity. We cannot know which of these—takeoff energy decrease or motor weight increase—is
more significant if we optimize the UAV design and trajectory separately. This highlights the need
for coupling trajectory optimization to the UAV conceptual design: simultaneous design-trajectory
optimization can capture the above trade-off to find the best UAV design.

6 Simultaneous Design-Trajectory Optimization

Finally, we combine the design and trajectory optimization problems into a monolithic problem
that simultaneously optimizes the UAV design and trajectory. Table 5 summarizes the optimization
problem statement, and Fig. 10 visualizes the problem structure via the extended design structure
matrix [49]. We maximize the payload weight with respect to the UAV conceptual design variables,
the control inputs at the four steady points, and the takeoff trajectory. The simultaneous optimiza-
tion problem includes all optimization variables and constraints from the static design optimization
(Table 3) and the fixed-design trajectory optimization (Table 4). We still impose the pusher power
constraint at the steady climb point to ensure a power margin for maneuverability, even though we
now compute the takeoff and climb energy via trajectory optimization.

We use the mission profile shown in Fig. 9 to compute the energy required for a delivery
mission. The mission consists of the takeoff, climb, and acceleration phases where the trajectory
is optimized, steady cruise for 20 km round trip, steady hover for 30 sec, and descent and landing.
We approximate the descent and landing phase by an additional hover for 20 sec, as we did for the
static design optimization. Furthermore, we again assume that the UAV carries the payload back
on the return flight in case it cannot release the payload.

6.1 Numerical Approach

We formulate design-trajectory optimization as a monolithic optimization problem. The numer-
ical approach is similar to the fixed-design trajectory optimization, except we now have additional
UAV design variables and constraints. The optimization problem has 533 variables and 715 con-
straints. We again use the Radau collocation method via Dymos and OpenMDAO.

Our approach is also called direct transcription (DT) for co-design [26] or simultaneous for-
mulation [29]. In terms of the MDO architecture , the collocation method corresponds to the
simultaneous analysis and design (SAND). Note that our approach is not rigorously SAND be-
cause we use a nonlinear solver to converge the BEM residuals at each time discretization point.

We used SNOPT for simultaneous optimization. We set the result from the static design
optimization and fixed-design trajectory optimization as an initial guess to achieve fast and robust
convergence. The runtime was about 17min, including the time for total Jacobian coloring.

Takeoff/climb Cruise Hover

Descent/landing
Appox. by 20 sec hover45 m

1000 or 1500 m

9000 or 8500 m

30 sec per 
round-trip

Figure 9: Mission profile used to compute the total energy consumption in simultaneous design-trajectory optimiza-
tion. The figure only shows a one-way flight; in optimization, we compute the energy for a round-trip flight.
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Optimizer S ,R, c ,ϕ S , vcruise, vx , vy , θ vx , vy , θ, Ω θ, Ω, P̄ tf , ξ(t), u(t), P̄ S ,R, P̄

Geometry con. Geometry Rotor blade geom.

Aerodynamics L,D L(t),D(t)

BEM analyses T ,P T (t),P(t)

Trim, CL,

power cons.

Steady flight

conditions
Ehover,Ecruise

Defects, path,

boundary cons.

Takeoff

trajectory
Etakeoff

Payload weight Weight

Figure 10: Problem structure of simultaneous design-trajectory optimization.

Table 5: Design-trajectory optimization problem.

maximize payload weight

by varying UAV design S, vcruise
P̄lifter, P̄pusher

Rlifter, Rpusher

ϕlifter, ϕpusher

clifter, cpusher
steady control vx at steady climb point

u := [θ,Ωlifter,Ωpusher] at four steady points
takeoff trajectory tf

u(t)
ξ(t) := [x, y, vx, vy, E]

subject to all constraints in Tables 3 and 4

6.2 Results with 1000m Takeoff Distance

As a result of simultaneous optimization, we achieved a 5.3% increase in the payload weight
compared to sequential optimization. Here, sequential optimization means one sequence of static
design optimization followed by fixed-design trajectory optimization (without further iterations).
Figure 11 shows the comparison of the vehicle design between the simultaneous and sequential
optimizations. The sequentially-designed UAV has the same design as the static optimization
result (Fig. 5) except for the battery and payload weight, which were recomputed using the takeoff
energy consumption from the fixed-design optimization. Figure. 12 shows the takeoff flight paths
of the sequential and simultaneous optimizations.

The simultaneous optimization reduced the cruise speed to 37.8m/s from 40.9m/s of the
statically-optimized design. This increased the wing weight and cruise energy slightly, as shown in
Fig. 11 and Table 6. However, as shown in Fig. 12, the UAV can now perform a wing-borne climb
to reach the cruise speed because the lower cruise speed requires less acceleration. As a result of the
energy-efficient wing-borne climb, the takeoff energy consumption was reduced by 41.8% compared
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Figure 11: Comparison of the optimized UAV designs between the sequential and simultaneous optimizations
(1000m takeoff distance).

0
45

A
lti

tu
de

, m Sequential

Simultaneous

Energy: 12.0 Wh
7.0 Wh

Cruise: 40.9 m/sSequential

0 250 500 750 1000
Horizontal locaiton, m

37.8 m/sSimultaneous

Figure 12: Comparison of takeoff paths between the sequential and simultaneous optimizations (1000m takeoff
distance).
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Figure 13: Comparison of power histories between the sequential and simultaneous optimizations (1000m takeoff
distance).

Table 6: Breakdown of energy consumption by phases for the 1000m takeoff case (Wh, per round-trip).

Total Takeoff Cruise Hover Landing
Sequential 57.237 23.954 23.295 4.281 5.708
Simultaneous 47.304 13.936 24.354 3.863 5.151

to the fixed-design trajectory. This significant decrease in the takeoff energy, hence the battery
weight, was the main driver for the payload weight increase.

Furthermore, simultaneous optimization lowered the lifting motor power rating, as shown in
Fig. 13. This also contributed to the payload weight increase by reducing the motor weight. The
lower power rating was enabled by a larger disk area. The simultaneous solution had a larger wing
area due to the lower cruise speed, and the larger wing area allowed a larger lifting rotor radius
because it relaxed the geometry constraint Eq. (9).

On the lifting rotor blade, the normalized chord became shorter as a result of simultaneous
optimization. The shorter blade chord reduced the lifting rotor power and in-plane force (which
acts as additional drag) in the helicopter-like edgewise forward flight. To demonstrate this point,
we performed a post-optimization BEM analysis of the lifting rotors at 20m/s edgewise inflow
(i.e., the inflow direction parallel to the rotor disk plane) and the rotor rotational speed equal
to the hover condition. This setting represents helicopter-like acceleration, where the UAV uses
rotors to generate lift instead of the wing during forward flight. Table 7 compares the ratio of the
thrust to in-plane force T/F and the thrust-to-power ratio T/P between the sequential design and
simultaneous design. Both ratios are higher with the simultaneous design, which indicates that the
simultaneous design is more efficient in edgewise flight. On the other hand, the sequential design
only considers hover and wing-borne forward flight conditions and does not consider the edgewise
rotor-powered flight.

The pushing rotor’s blade design did not change significantly. The simultaneous design has a
slightly lower blade twist because the cruise speed decreased.
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Table 7: Post-optimization BEM analysis results of the lifting rotors in edgewise forward flight.

T/F T/P (N/W)

Sequential 12.91 0.1227
Simultaneous 19.79 0.1362

6.3 Results with 1500m Takeoff Distance

We also investigate the implication of the takeoff distance setting. In this section, we perform
the same sequential and simultaneous optimizations but with a horizontal distance of 1500m.

Figure 14 compares the takeoff trajectory between two optimizations. With a 1500m distance,
the sequential UAV design can also perform a wing-borne climb because it has enough distance
to accelerate to the cruise speed while climbing, unlike the 1000m takeoff case. Consequently, the
difference between the sequential and simultaneous optimization results was smaller than the 1000m
case. We still achieved the payload weight increase by 2.4% with the simultaneous optimization
compared to the sequential optimization.

The cruise speed of the simultaneous design was 39.9m/s, slightly lower than the 40.9m/s of
the sequential design. Because of this, the UAV required less acceleration during the climb, which
enabled an earlier shift to the wing-borne flight, as shown in Fig. 14. As a result, the takeoff
energy consumption decreased by 20.8% compared to the sequential solution, as reported in The
lower takeoff energy led to the battery weight reduction, which drove the payload weight increase.
Table 8 summarizes the energy consumption by each phase.

Table 8: Breakdown of energy consumption by phases for the 1500m takeoff case (Wh, per round-trip).

Total Takeoff Cruise Hover Landing
Sequential 51.289 20.917 20.383 4.281 5.708
Simultanoues 47.226 16.572 20.910 4.177 5.569
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Horizontal locaiton, m
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Figure 14: Comparison of takeoff paths between the sequential and simultaneous optimizations (1500m takeoff
distance).
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7 Conclusions

In this work, we performed simultaneous optimization of the eVTOL UAV conceptual design and
takeoff trajectory. In particular, we studied a lift-plus-cruise UAV for package delivery. Design-
trajectory optimization allows us to find the optimal VTOL design that balances the efficiency
between the vertical flight, takeoff transition, and cruise for maximum system-level performance.

First, we presented a conventional conceptual design optimization problem. We maximized the
payload weight capacity given the mission requirements and the fixed takeoff weight. This problem
evaluated four steady flight conditions (hover, cruise, one-motor-out hover, and wing-borne climb)
to determine the optimal UAV design.

Next, we discussed takeoff trajectory optimization while fixing the UAV design. We used a direct
collocation method with analytic derivatives and total Jacobian coloring to lower the computational
cost. The resulting takeoff trajectory was energy-inefficient because the pusher motor power rating
was too low and, it could not exploit the wing to climb efficiently. We then demonstrated that the
takeoff energy consumption (hence the battery weight) could be significantly reduced if we increased
the pusher power rating. However, the higher power rating also increases the motor weight. This
trade-off between the motor sizing and takeoff energy consumption highlights the need for coupling
trajectory optimization with the UAV conceptual design.

Finally, we performed the novel design-trajectory simultaneous optimization. The key findings
are summarized as follows:

1. Design-trajectory optimization resulted in a 2.4–5.3% increase in the payload weight capacity
compared to the conventional sequential optimization.

2. The cruise speed was reduced as a result of simultaneous optimization. Although the lower
cruise speed slightly increased the cruise power consumption, it enabled an energy-efficient
wing-borne climb because the UAV needs less acceleration to reach the cruise speed.

3. The pusher motor sizing significantly affected both UAV design and takeoff trajectory. The
simultaneous optimization achieved optimal motor sizing, whereas the sequential optimization
resulted in a suboptimal design.
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