
JOURNAL OF AIRCRAFT

Vol. 41, No. 3, May–June 2004

High-Fidelity Aerostructural Design Optimization
of a Supersonic Business Jet

Joaquim R. R. A. Martins∗

University of Toronto Institute for Aerospace Studies, Toronto, Ontario M3H 5T6, Canada
Juan J. Alonso†

Stanford University, Stanford, California 94305
and

James J. Reuther‡

NASA Ames Research Center, Moffett Field, California 95035

This paper focuses on the demonstration of an integrated aerostructural method for the design of aerospace
vehicles. Both aerodynamics and structures are represented using high-fidelity models such as the Euler equations
for the aerodynamics and a detailed finite element model for the primary structure. The aerodynamic outer-mold
line and a structure of fixed topology are parameterized using a large number of design variables. The aero-
structural sensitivities of aerodynamic and structural cost functions with respect to both outer-mold line shape
and structural variables are computed using an accurate and efficient coupled-adjoint procedure. Kreisselmeier–
Steinhauser functions are used to reduce the number of structural constraints in the problem. Results of the
aerodynamic shape and structural optimization of a natural laminar-flow supersonic business jet are presented
together with an assessment of the accuracy of the sensitivity information obtained using the coupled-adjoint
procedure.

Introduction

A CONSIDERABLE amount of research has been conducted
on multidisciplinary design optimization (MDO) and its ap-

plication to aircraft design. The survey papers by Sobieszczanski-
Sobieski and Haftka1 and Alexandrov and Hussaini2 provide a com-
prehensive discussion of much of the work in this area. The efforts
described therein range from the development of techniques for in-
terdisciplinary coupling to applications in real-world design prob-
lems. In most cases sound coupling and optimization methods were
shown to be extremely important because some techniques, such
as sequential discipline optimization, were unable to converge to
the true optimum of a coupled system. Wakayama,3 for example,
showed that in order to obtain realistic wing planform shapes with
aircraft design optimization it is necessary to include multiple dis-
ciplines in conjunction with a complete set of realistic constraints.

Aerostructural analysis has traditionally been carried out in a
cut-and-try basis. Aircraft designers have a preconceived idea of
the shape of an “optimal” load distribution and then tailor the jig
shape of the structure so that the deflected wing shape under a
1-g load gives the desired load distribution. Although this approach
might suffice for conventional transport aircraft, for which there
is considerable accumulated experience, in the case of either new
planform concepts or new flight regimes the lack of experience com-
bined with the complexities of aerostructural interactions can lead
to designs that are far from optimal.

This is certainly the case in the design of supersonic transports,
where simple beam theory models of the wing cannot be used to ac-
curately describe the behavior of the wing structure. In some cases
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these aircraft must even cruise for significant portions of their flight
at different Mach numbers. In addition, a variety of studies show
that supersonic transports exhibit a range of undesirable aeroelas-
tic phenomena because of the low bending and torsional stiffness
that result from wings with low thickness-to-chord ratio. These phe-
nomena can only be suppressed when aerostructural interactions are
taken into account at the preliminary design stage.4

Unfortunately, the modeling of the participating disciplines in
most of the work that has appeared so far has remained at a rel-
atively low level. Although useful at the conceptual design stage,
lower-order models cannot accurately represent a variety of non-
linear phenomena such as wave drag, which can play an important
role in the search for the optimum design. An exception to low-
fidelity modeling is the recent work by Giunta5 and by Maute et al.,6

where aerostructural sensitivities are calculated using higher-fidelity
models.

The ultimate objective of our work is to develop an MDO frame-
work for high-fidelity analysis and optimization of aircraft config-
urations. The framework is built upon prior work by the authors on
aerostructural high-fidelity sensitivity analysis.7−10 The objective
of this paper is to present the current capability of this framework
and to demonstrate it by performing the aerostructural design of a
supersonic business-jet configuration.

The following sections begin with the description of the air-
craft optimization problem we propose to solve. We then intro-
duce the general formulation of the sensitivity equations followed
by the description of the specific case of the adjoint equations for
the aerostructural system. A detailed study of the accuracy of the
aerostructural sensitivity information is also presented for valida-
tion purposes. Finally, we present results of the application of our
sensitivity analysis method to the full aerostructural optimization of
a supersonic business jet and compare the results with the more tra-
ditional approach of sequential discipline optimizations, where we
highlight the fact that only truly coupled optimization frameworks
yield the true optimum of the system.

Aircraft Optimization Problem
For maximum lift-to-drag ratio it is a well-known result from

classical subsonic aerodynamics that a wing must exhibit an ellip-
tic lift distribution in the spanwise direction. For aircraft design,
however, it is usually not the lift-to-drag ratio we want to maximize
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Fig. 1 Elliptic vs aerostructural optimum lift distribution.

Fig. 2 Natural laminar-flow supersonic business-jet configuration.

but an objective function that reflects the overall mission of the par-
ticular aircraft. Consider, for example, the Breguet range formula
for jet-powered aircraft:

Range = V

c

CL

CD
ln

Wi

W f
(1)

where V is the cruise velocity and c is the thrust-specific fuel con-
sumption of the powerplant. CL/CD is the ratio of lift to drag, and
Wi/W f is the ratio of initial and final cruise weights of the aircraft.

The Breguet range equation expresses a tradeoff between the drag
and the empty weight of the aircraft and constitutes a reasonable ob-
jective function to use in aircraft design. If we were to parameterize
a design with both aerodynamic and structural design variables and
then maximize the range for a fixed initial cruise weight, subject to
stress constraints, we would obtain a lift distribution similar to the
one shown in Fig. 1.

This optimum lift distribution trades off the drag penalty associ-
ated with unloading the tip of the wing, where the loading contributes
most to the maximum stress at the root of the wing structure in order
to reduce the weight. The end result is an increase in range when
compared to the elliptically loaded wing because of a higher weight
fraction Wi/W f . The result shown in Fig. 1 illustrates the need for
taking into account the coupling of aerodynamics and structures
when performing aircraft design.

The aircraft configuration used in this work is the supersonic
business jet shown in Fig. 2. This configuration is being developed
by the ASSET Research Corporation and is designed to achieve a
large percentage of laminar flow on the low-sweep wing, resulting
in decreased friction drag.11 The aircraft is to fly at Mach 1.5 and
have a range of 5300 miles.

Detailed mission analysis for this aircraft has determined that
one count of drag (�CD = 0.0001) is worth 310 lb of empty weight.
This means that to optimize the range of the configuration we can

minimize the objective function

I = αCD + βW (2)

where CD is the drag coefficient, W is the structural weight in
pounds, and α/β = 3.1 × 106.

We parameterize the design using an arbitrary number of shape
design variables that modify the outer-mold line (OML) of the air-
craft and structural design variables that dictate the thicknesses of
the structural elements. In this work the topology of the structure
remains unchanged, that is, the number of spars and ribs and their
planform-view location is fixed. However, the depth and thickness
of the structural members are still allowed to change with variations
of the OML.

Among the constraints to be imposed, the most obvious one is
that during cruise the lift must equal the weight of the aircraft. In our
optimization problem we constrain the CL by periodically adjusting
the angle of attack within the aerostructural solver.

We also must constrain the stresses so that the yield stress of the
material is not exceeded at a number of load conditions. There are
typically thousands of finite elements describing the structure of
the aircraft, and it can become computationally very costly to treat
these constraints separately. The reason for this high cost is that
although there are efficient ways of computing sensitivities of a few
functions with respect to many design variables and for computing
sensitivities of many functions with respect to a few design variables,
there is no known efficient method for computing sensitivities of
many functions with respect to many design variables.

For this reason we lump the individual element stresses using
Kreisselmeier–Steinhauser (KS) functions. In the limit all element
stress constraints can be lumped into a single KS function, thus
minimizing the cost of a large-scale aerostructural design cycle.
Suppose that we have the following constraint for each structural
finite element:

gm = 1 − σm/σy ≥ 0 (3)

where σm is the von Mises stress in element m and σy is the yield
stress of the material. The corresponding KS function is defined as

KS = − 1

ρ
ln

(∑
m

e−ρgm

)
(4)

This function represents a lower bound envelope of all of the con-
straint inequalities, where ρ is a positive parameter that expresses
how close this bound is to the actual minimum of the constraints.
This constraint lumping method is conservative and might not
achieve the same result as treating the constraints separately. How-
ever, the use of KS functions has been demonstrated, and it consti-
tutes a viable alternative, being effective in optimization problems
with thousands of constraints.12

Having defined our objective function, design variables, and con-
straints, we can now summarize the aircraft design optimization
problem as follows:

Minimize:

I = αCD + βW, x ∈ R
n

Subject to:

CL = CLT , KS ≥ 0, x ≥ xmin

The stress constraints in the form of KS functions must be enforced
by the optimizer for aerodynamic loads corresponding to a number
of flight and dynamic load conditions. Finally, a minimum gauge is
specified for each structural element thickness.

Analytic Sensitivity Analysis
Our main objective is to calculate the sensitivity of a multidisci-

plinary function with respect to a number of design variables. The
function of interest can be either the objective function or any of the
constraints specified in the optimization problem. In general, such
functions depend not only on the design variables, but also on the
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Fig. 3 Schematic representa-
tion of the governing equations
(R = 0), design variables x, state
variables y, and objective func-
tion I, for an arbitrary system.

physical state of the multidisciplinary problem. Thus we can write
the function as

I = I (x, y) (5)

where x represents the vector of design variables and y is the state
variable vector.

For a given set of design variables x, the solution of the govern-
ing equations of the multidisciplinary system yields a state y, thus
establishing the dependence of the state of the system on the design
variables. We denote these governing equations by

R[x, y(x)] = 0 (6)

The first instance of x in the preceding equation indicates the fact
that the residual of the governing equations might depend explicitly
on x. In the case of a structural solver, for example, changing the
size of an element has a direct effect on the stiffness matrix. By
solving the governing equations, we determine the state y, which
depends implicitly on the design variables through the solution of
the system.

Because the number of equations must equal the number of state
variables, R and y have the same size. For a structural solver, for
example, the size of y is equal to the number of unconstrained
degrees of freedom, whereas for a computational-fluid-dynamics
(CFD) solver this is the number of mesh points multiplied by the
number of state variables at each point. For a coupled system R rep-
resents all of the governing equations of the different disciplines,
including their coupling.

A graphical representation of the system of governing equations
is shown in Fig. 3, with the design variables x as the inputs and I
as the output. The two arrows leading to I illustrate the fact that the
objective function typically depends on the state variables and can
also be an explicit function of the design variables.

When solving the optimization problem using a gradient-based
optimizer, we require the total variation of the objective function
with respect to the design variables, dI/dx. As a first step towards
obtaining this total variation, we use the chain rule to write the total
variation of I as

δ I = ∂ I

∂x
δx + ∂ I

∂y
δy (7)

If we were to use this equation directly, the vector δy would
have to be calculated by solving the governing equations for each
component of δx. If there are many design variables and the solution
of the governing equations is costly (as is the case for large coupled
iterative analyses), using Eq. (7) directly can be impractical.

We now observe that the variations δx and δy in the total varia-
tion of the objective function (7) are not independent of each other
because the perturbed system must always satisfy the governing
equations (6). A relationship between these two sets of variations
can be obtained by realizing that the variation of the residuals (6)
must be zero, that is,

δR= ∂R
∂x

δx + ∂R
∂y

δy = 0 (8)

Because this residual variation (8) is zero, we can add it to the
objective function variation (7) without modifying the latter, that is,

δ I = ∂ I

∂x
δx + ∂ I

∂y
δy + ΨT

(
∂R
∂x

δx + ∂R
∂y

δy

)
(9)

whereΨ is a vector of arbitrary scalars that we call the adjoint vector.
This approach is identical to the one used in nonlinear constrained
optimization, where equality constraints are added to the objective

function, and the arbitrary scalars are known as Lagrange multi-
pliers. The problem then becomes an unconstrained optimization
problem, which is more easily solved.

We can now group the terms in Eq. (9) that contribute to the same
variation and write

δ I =
(

∂ I

∂x
+ ΨT ∂R

∂x

)
δx +

(
∂ I

∂y
+ ΨT ∂R

∂y

)
δy (10)

If we set the term multiplying δy to zero, we are left with the total
variation of I as a function of the design variables and the adjoint
variables, removing the dependence of the total variation on the
state variables. Because the adjoint variables are arbitrary, we can
accomplish this by solving the adjoint equations

∂R
∂y

Ψ= − ∂ I

∂y
(11)

These equations depend only on the partial derivatives of both the
objective function and the residuals of the governing equations with
respect to the state variables. Because these partial derivatives do
not depend on the design variables, the adjoint equations (11) only
need to be solved once for each I and their solution is valid for all
of the design variables.

When adjoint variables are found in this manner, we can use them
to calculate the total sensitivity of I using the first term of Eq. (10),
that is,

dI

dx
= ∂ I

∂x
+ ΨT ∂R

∂x
(12)

The cost involved in calculating sensitivities using the adjoint
method is practically independent of the number of design vari-
ables. After having solved the governing equations, the adjoint equa-
tions (11) are solved only once for each I , and the vector products
in the total derivative in Eq. (12) are relatively inexpensive.

It is important to realize the difference between the total and par-
tial derivatives in this context. Partial derivatives can be evaluated
without regard to the governing equations. This means that the state
of the system is held constant when partial derivatives are evalu-
ated, except, of course, when the denominator happens to be a state
variable, in which case all but that particular state variable can kept
constant. Total derivatives, on the other hand, take into account the
solution of the governing equations that change the state y. There-
fore, when using finite differences, the cost of computing partial
derivatives is usually a very small fraction of the cost involved in
estimating total derivatives.

The partial derivative terms in the adjoint equations are therefore
relatively inexpensive to calculate. The cost of solving the adjoint
equations is similar to that involved in the solution of the governing
equations.

The adjoint method has been widely used in several individual
disciplines and examples of its application include structural sensi-
tivity analysis13 and aerodynamic shape optimization.14−16

Aerostructural Sensitivity Analysis
We now use the equations derived in the preceding section to

write the adjoint sensitivity equations specific to the aerostructural
system. In this case we have coupled aerodynamic and structural
governing equations and two sets of state variables: the flow state
vector and the vector of structural displacements. Figure 4 shows a
diagram representing the coupling in this system. In the following
expressions we split the vectors of residuals, states, and adjoints
into two vectors corresponding to the aerodynamic and structural
systems, that is,

R=
[
A
S

]
, y =

[
w

u

]
, Ψ=

[
ψ

φ

]
(13)
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Fig. 4 Schematic representation of the aerostructural governing
equations.

Using this notation, the adjoint equations (11) for an aerostruc-
tural system can be written as




∂A
∂w

∂A
∂u

∂S
∂w

∂S
∂u




T [
ψ

φ

]
= −




∂ I

∂w
∂ I

∂u


 (14)

In addition to the diagonal terms of the matrix that appear when
we solve the single-discipline adjoint equations, we also have off-
diagonal terms that express the sensitivity of the governing equations
of one discipline with respect to the state variables of the other.
The residual sensitivity matrix in this equation is identical to that
of the global sensitivity equations introduced by Sobieszczanski-
Sobieski.17 Considerable detail is hidden in the terms of this matrix,
and, we describe each one of them for the sake of clarity.

1) The term ∂A/∂w represents the variation of the CFD residuals
caused by changes in the flow variables. When a flow variable at a
given cell center is perturbed, the sum of the fluxes on that cell is
altered. Only that cell and its neighbors are affected. Therefore, even
though ∂A/∂w is a large square matrix it is also extremely sparse,
and its nonzero terms can be easily calculated. In our solvers this
matrix is not stored explicitly.

2) The derivative ∂A/∂u represents the effect of the structural
surface displacements on the residuals of the CFD solution through
the perturbation of the CFD mesh. When the wing deflects, the mesh
must be warped, resulting in a change in the geometry of a subset
of grid cells. Even though the flow variables are kept constant, the
change in the geometry has an influence on the sum of the fluxes,
whose variation is obtained by recalculating the residuals for the
warped cells. If the residuals for all of the cells are recalculated, the
cost of computing these partial derivatives is equal to the number
of surface degrees of freedom of the structure times the cost of one
aerodynamic residual computation. The total cost can be high when
compared to the other partial derivatives; but given that the cost
of one aerostructural solution is equivalent to about 1500 residual
computations, the coupled-adjoint method is still worthwhile for
problems where the number of surface degrees of freedom is not
more than three-and-a-half orders of magnitude greater than the
number of design variables.

3) The linear structural equations can be written as
S = Ku − f = 0, where K is the stiffness matrix and f is the vec-
tor of applied forces. The only term that the flow variables affect
directly is the applied force, and therefore the term ∂S/∂w is equal
to −∂f/∂w, which can be found by examining the procedure that
integrates the pressures on the CFD surface mesh and transfers them
to the structural nodes to obtain the applied forces.

4) Because the forces do not depend directly on the displacements
and neither does K (for a linear model), the term ∂S/∂u is simply
the stiffness matrix K.

The right-hand side terms in aerostructural adjoint equation (14)
depend on the function of interest I . In our case we are interested
in two different functions: the coefficient of drag CD and the KS
function. When I = CD , we have the following:

1) The term ∂CD/∂w represents the direct sensitivity of the drag
coefficient to the flow variables that can be obtained analytically by
examining the numerical integration of the surface pressures that
produce CD .

2) The term ∂CD/∂u represents the change in the drag coefficient
caused by the displacement of the wing while keeping the pressure

distribution constant. The structural displacements affect the drag
directly because they change the wing surface geometry over which
the pressure distribution is integrated.

When I = KS, we have the following:
1) The term ∂KS/∂w is zero because the stresses do not depend

explicitly on the loads.
2) The stresses depend directly on the displacements because

σ= Su. The term ∂KS/∂u is therefore equal to [∂KS/∂σ]S.
Because the factorization of the full matrix in the coupled-adjoint

equations (14) would be extremely costly, our approach uses an iter-
ative solver, much like the one used for the aerostructural solution,
where the adjoint vectors are lagged and the two different sets of
equations are solved separately. For the calculation of the adjoint
vector of one discipline, we use the adjoint vector of the other dis-
cipline from the preceding iteration, that is, we solve

[
∂A
∂w

]T

ψ= − ∂ I

∂w
−

[
∂S
∂w

]T

φ̃ (15)

[
∂S
∂u

]T

φ= − ∂ I

∂u
−

[
∂A
∂u

]T

ψ̃ (16)

where ψ̃ and φ̃ are the lagged aerodynamic and structural adjoint
vectors. The final result given by this system, is the same as that
given by the original coupled-adjoint equations (14). We call this
procedure the lagged-coupled adjoint method for computing sen-
sitivities of coupled systems. Note that these equations look like
the single discipline adjoint equations for the aerodynamic and the
structural solvers, with the addition of forcing terms in the right-hand
side that contain the off-diagonal terms of the residual sensitivity
matrix. Note also that, even for more than two disciplines, this itera-
tive solution procedure is nothing but the well-known block-Jacobi
method.

As noted earlier, ∂S/∂u = K for a linear structural solver. Be-
cause the stiffness matrix is symmetric (KT = K), the structural
equations (16) are self-adjoint. Therefore, the structural solver can
be used to solve for the structural adjoint vector φ by using the
pseudoload vector given by the right-hand side of Eq. (16).

Once both adjoint vectors have converged, we can compute the
final sensitivities of the objective function by using the following
expression:

dI

dx
= ∂ I

∂x
+ ψT ∂A

∂x
+ φT ∂S

∂x
(17)

which is the coupled version of the total sensitivity equation (12).
We now describe the last two partial derivatives in the preceding
equation:

1) The term ∂A/∂x represents the direct effect of aerodynamic
shape perturbations on the CFD residuals, which is similar to that of
the displacements on the same residuals (∂A/∂u) that we mentioned
earlier. The structural thicknesses of the structural finite elements
do not affect the CFD residuals.

2) The design variables have a direct effect on both the stiffness
matrix and the load. Although the partial derivative ∂S/∂x is taken
for a constant surface pressure field, a variation in the OML affects
the translation of these pressures to structural loads. Hence, this
partial derivative is equal to [∂K/∂x]u − ∂f/∂x.

For the ∂ I/∂x term we consider again two possibilities: I = CD

and KS. For each of these cases, we have the following:
1) The term ∂CD/∂x is the change in the drag coefficient caused

by wing-shape perturbations, while keeping the pressure distribu-
tion constant. This sensitivity is analogous to the partial derivative
∂CD/∂u that we just described and can be easily calculated by
finite differencing the function that integrates the surface pressures
to compute the drag coefficient. For structural variables that do not
affect the OML, this term is zero.

2) The term ∂KS/∂x represents the variation of the lumped
stresses for fixed loads and displacements. When the OML is per-
turbed, the stresses in a given element can vary under these condi-
tions if the shape is distorted.
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As in the case of the partial derivatives in Eqs. (14), all of these
terms can be computed without incurring a large computational
cost because none of them involve the solution of the governing
equations.

To solve the aircraft optimization problem we proposed, we also
need sensitivities of the structural weight with respect to the design
variables. Because the aerostructural coupling does not involve the
weight, these sensitivities are easily computed.

Results
In this section we present the application of our sensitivity cal-

culation method to the problem of aerostructural design of a su-
personic, natural laminar-flow, business jet. Before presenting the
results of our design experience, we describe the aerostructural anal-
ysis framework and a sensitivity validation study.

Aerostructural Analysis
The coupled-adjoint procedure is implemented in an aerostruc-

tural design framework previously developed by the authors.7,10,18

The framework consists of an aerodynamic analysis and design mod-
ule (which includes a geometry engine and a mesh perturbation al-
gorithm), a linear finite element structural solver, an aerostructural
coupling procedure, and various preprocessing tools that are used to
set up aerostructural design problems. The multidisciplinary nature
of this solver is illustrated in Fig. 5, where we can see the aircraft
geometry, the flow solution and its associated mesh, and the primary
structure inside the wing.

The aerodynamic analysis and design module, SYN107-MB,15 is
a multiblock parallel flow solver for both the Euler and the Reynolds-
averaged Navier–Stokes equations that has been shown to be accu-
rate and efficient for the computation of the flow around full aircraft
configurations.19 This package also includes an aerodynamic adjoint
solver, which is able to perform aerodynamic shape optimization in
the absence of aerostructural interaction.

The structural analysis package is FESMEH, a finite element
solver developed by Holden.20 The package is a linear finite element
solver that incorporates two element types and computes the struc-
tural displacements and stresses of wing structures. Although this
solver is not as general as some commercially available packages, it
is still representative of the challenges involved in using large mod-
els with tens of thousands of degrees of freedom. High-fidelity cou-
pling between the aerodynamic and the structural analysis programs
is achieved using a linearly consistent and conservative scheme.10,21

The structural model of the wing is shown in Fig. 5 and is con-
structed using a wing box with six spars evenly distributed from 15
to 80% of the chord. Ribs are distributed along the span at every
tenth of the semispan. A total of 640 finite elements were used in
the construction of this model. Appropriate thicknesses of the spar
caps, shear webs, and skins were chosen based on the expected loads
for this design.

Fig. 5 Aerostructural model and solution of the supersonic business-
jet configuration, showing a slice of the grid and the internal structure
of the wing.

Fig. 6 Sensitivities of the drag coefficient with respect to shape
perturbations.

Aerostructural Sensitivity Validation
To gain confidence in the effectiveness of the aerostructural

coupled-adjoint sensitivities for use in design optimization, we must
ensure that the values of the gradients are accurate. For validation
purposes we use four sets of sensitivities. Results from the adjoint
method are compared to the exact discrete value of these sensitivities
using the complex-step derivative approximation.22

In this sensitivity study two different functions are considered:
the aircraft drag coefficient CD and the KS function (4). The sen-
sitivities of these two quantities with respect to both OML shape
design variables and structural design variables are computed and
discussed.

CD with Respect to OML Variables

The values of the aerostructural sensitivities of the drag coeffi-
cient with respect to shape perturbations are shown in Fig. 6. The
10 shape perturbations were chosen to be Hicks–Henne bumps dis-
tributed chordwise on the upper surface of two adjacent airfoils
around the quarter span. The plot shows very good agreement be-
tween the coupled-adjoint and the complex-step results, with an
average relative error between the two of only 3.5%. All of these
sensitivities are total sensitivities in the sense that they account for
the coupling between aerodynamics and structures.

To verify the need for taking the coupling into account, the same
set of sensitivities was calculated for fixed structural displacements,
where the displacement field is frozen after the aerostructural so-
lution. This is similar to assuming that the wing, after the initial
aeroelastic deformation, is held rigid as far as the computation of
sensitivities is concerned. The calculation of the sensitivities only
takes into account variations related to the aerodynamics. Figure 6
shows that the single-system sensitivities exhibit significantly lower
magnitudes and even opposite signs for many of the design vari-
ables, when compared with the coupled sensitivities. The use of
single-discipline sensitivities would clearly lead to erroneous design
decisions.

CD with Respect to Thickness Variables
Figure 7 also shows the sensitivity of the drag coefficient, this

time with respect to the thicknesses of five skin groups and five spar
groups distributed along the span. The agreement in this case is even
better; the average relative error is only 1.6%. Even though these
are sensitivities with respect to internal structural variables that do
not modify the jig OML, the nonzero values in Fig. 7 demonstrate
that coupled sensitivity analysis is needed.

KS with Respect to OML and Thickness Variables
The sensitivities of the KS function with respect to the two sets

of design variables just described are shown in Figs. 8 and 9. The
results show that the coupled-adjoint sensitivities are extremely ac-
curate, with average relative errors of 2.9 and 1.6%. In Fig. 9 we



528 MARTINS, ALONSO, AND REUTHER

Fig. 7 Sensitivities of the drag coefficient with respect to structural
thicknesses.

Fig. 8 Sensitivities of the KS function with respect to shape
perturbations.

Fig. 9 Sensitivities of the KS function with respect to structural
thicknesses.

observe that the sensitivity of the KS function with respect to the
first structural thickness is much higher than the remaining sensitiv-
ities. This markedly different magnitude is because this particular
structural design variable corresponds to the thickness of the top and
bottom skins of the wing bay closest to the root, where the stress is
the highest.

The sensitivities of the KS function for fixed loads are also shown
in Figs. 8 and 9. Using the complex-step method, these sensitivi-
ties were calculated by calling only the structural solver after the
initial aerostructural solution. The approach is equivalent to using
just Eqs. (16) and (17) without the partial derivatives of A. The
difference in these sensitivities when compared to the coupled ones
is not as dramatic as in the fixed displacements case shown in Fig. 6,
but it is still significant.

Aerostructural Design
The objective in this optimization is to solve the design problem

that we described earlier, that is,
Minimize:

I = αCD + βW, x ∈ R
n

Subject to:

CL = CLT , KS ≥ 0, x ≥ xmin

In our example the value of CD corresponds to that of the cruise
condition, which has a target lift coefficient of 0.1. The structural
stresses, in the form of the KS function, correspond to a single
maneuver condition, for which CLT = 0.2.

All optimization work is carried out using the nonlinear con-
strained optimizer NPSOL.23 Euler calculations are performed on a
wing-body 36-block mesh that is constructed from the decomposi-
tion of a 193 × 33 × 49 C-H mesh. During the process of optimiza-
tion, all flow evaluations are converged to 5.3 orders of magnitude
of the average density residual, and the CL constraint is satisfied
within 10−6.

To parameterize the shape of the aircraft, we have chosen sets of
design variables that apply to both the wing and the fuselage. The
wing shape is modified by the design optimization procedure at six
defining stations uniformly distributed from the side of body to the
tip of the wing. The shape modifications of these defining stations
are linearly lofted to a zero value at the previous and next defining
stations. On each defining station the twist, the leading- and trailing-
edge camber distributions, and five Hicks–Henne bump functions on
both the upper and lower surfaces are allowed to vary. The leading-
and trailing-edge camber modifications are not applied at the first
defining station. This yields a total of 76 OML design variables
on the wing. Planform modifications, which are permitted by our
software, were not used in the present calculations. Planform opti-
mization is only meaningful if additional disciplines and constraints
are taken into account.

The shape of the fuselage is parameterized in such a way that its
camber is allowed to vary while the total volume remains constant.
This is accomplished with nine bump functions evenly distributed
in the streamwise direction starting at the 10% fuselage station.
Fuselage nose and trailing-edge camber functions are added to the
fuselage camber distribution in a similar way to what was done with
the wing sections.

The structural sizing is accomplished with 10 design variables,
which correspond to the skin thicknesses of the top and bottom
surfaces of the wing. Each group is formed by the plate elements
located between two adjacent ribs. All structural design variables
are constrained to exceed a specified minimum gauge value.

The complete configuration is therefore parameterized with a
total of 97 design variables. As mentioned in an earlier section,
the cost of aerostructural gradient information using our coupled-
adjoint method is effectively independent of the number of design
variables: in more realistic full configuration test cases that we are
about to tackle, 500 or more design variables will be necessary to de-
scribe the shape variations of the configuration (including nacelles,
diverters, and tail surfaces) and the sizing of the structure.
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Table 1 Comparison between the integrated and sequential approaches to aerostructural optimization

Design procedure CD , counts KS σmax/σy ZFW, lbs Range, n miles

Baseline 73.95 1.15 × 10−1 0.87 47,500 6,420
Integrated optimization 69.22 −2.68 × 10−4 0.98 43,761 7,361
Sequential optimization —— —— —— —— ——
Aerodynamic optimization

Baseline 74.04 —— —— —— ——
Optimized 69.92 —— —— —— ——

Structural optimization
Baseline —— 1.02 × 10−1 0.89 47,500 ——
Optimized —— 1.45 × 10−8 0.98 44,782 ——

Aerostructural analysis 69.92 −9.01 × 10−3 0.99 —— 7,137

Fig. 10 Convergence history of the aerostructural optimization.

The initial application of our design methodology to the aerostruc-
tural design of a supersonic business jet is simply a proof-of-concept
problem meant to validate the sensitivities obtained with our
method. Current work is addressing the use of multiple realistic load
conditions, dynamic loads, aeroelastic constraints, and the addition
of diverters, nacelles, and empennage.

In the present design case we use α = 104 and β = 3.226 × 10−3.
Note that the scalars which multiply the structural weight W and the
coefficient of drag CD reflect the correct tradeoff between drag and
weight that was already mentioned, that is, that one count of drag is
worth 310 pounds of weight.

Figure 10 shows the evolution of this aerostructural design case
for successive major design iterations. The figure shows the values
of the coefficient of drag (in counts), the wing structural weight
(in pounds), and the value of the KS function. Note that the structural
constraints are satisfied when the KS function is positive. Because of
the approximate nature of the KS function, all structural constraints
can actually be satisfied for small but negative values of the KS
function.

The baseline design is feasible, with a cruise drag coefficient of
74.04 counts and a structural weight of 9285 lbs. The KS function
is slightly positive indicating that all stress constraints are satis-
fied at the maneuver condition. In the first two design iterations
the optimizer takes large steps in the design space, resulting in a
drastic reduction in both CD and W . However, this also results in
a highly infeasible design which exhibits maximum stresses that
have a value of 2.1 times the yield stress of the material. After
these initial large steps the optimizer manages to decrease the norm
of the constraint violation. This is accomplished by increasing the
structural skin thicknesses while decreasing the airfoil thicknesses,
resulting in a weight increase and a further reduction in drag. To-
wards major iteration 10, there is no visible progress for several
iterations while the design remains infeasible. In iteration 13 a large
design step results in a sudden increase in feasibility accompanied
by an equally sudden increase in CD . The optimizer has established
that the best way of obtaining a feasible design is to increase the
wing thickness (with the consequent increases in CD and weight)
and the structural thicknesses. From that point on, the optimizer

Fig. 11 Baseline configuration for the supersonic business jet showing
surface densities at the cruise condition and structural stresses at the
maneuver condition. The density is normalized by the freestream value,
and the von Mises stresses are normalized by the material yield stress.

Fig. 12 Optimized configuration for the supersonic business jet.

rapidly converges to the optimum. After 43 major iterations the KS
constraint is reduced to O(10−4), and all stress constraints are satis-
fied. The aerostructurally optimized result has CD = 0.006922 and
a total wing structure weight of 5546 lbs.

Visualizations of the baseline and optimized configurations are
shown in Figs. 11 and 12. Measures of performance and feasibility
are presented in the first section of Table 1. The left halves of Figs. 11
and 12 show the surface density distributions with the corresponding
structural deflections at the cruise condition for both the initial and
optimized designs. The right halves show exploded views of the
stress distributions on the structure (spar caps, spar shear webs,
and skins, from top to bottom) at the CL = 0.2 maneuver condition.
From these figures one can appreciate that not only have the surface
density distributions changed substantially at the cruise point, but
so have the element stresses at the maneuver condition. In fact,
as expected from a design case with a single load condition, the
optimized structure exhibits stresses much closer to the yield stress,
except in the outboard sections of the wing, where the minimum
gauge constraints are active. About half of the improvement in the
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CD of the optimized configuration results from drastic changes in
the fuselage shape: both front and aft camber have been added to
distribute the lift more evenly in the streamwise direction in order
to reduce the total lift-dependent wave drag.

A total of 50 major design iterations including aerostructural
analyses, coupled-adjoint solutions, gradient computations, and line
searches were performed in approximately 20 hours of wall clock
time using 18 processors of an SGI Origin 3000 system (R12000,
400 MHz processors). Because these are not the fastest processors
currently available, we feel confident that much larger models can
be optimized with overnight turnaround in the near future.

Comparison with Sequential Optimization
The usefulness of a coupled aerostructural optimization method

can only be measured by comparing with the results obtained using
current state-of-the-art practices. In the case of aerostructural design,
the typical approach is to carry out aerodynamic shape optimization
with artificial airfoil thickness constraints meant to represent the ef-
fect of the structure, followed by structural optimization with a fixed
OML. It is well known that sequential optimization cannot be guar-
anteed to converge to the true optimum of a coupled system. To de-
termine the difference between the optima achieved by fully coupled
and sequential optimizations, we have also carried out one cycle of
sequential optimization within our analysis and design framework.

To prevent the optimizer from thinning the wing to an unreason-
able degree during the aerodynamic shape optimization, five thick-
ness constraints are added to each of the six defining stations for a
total of 30 linear constraints. These constraints are such that, at the
points where they are applied, the wing box is not allowed to get
any thinner than the original design.

After the process of aerodynamic shape optimization is com-
pleted, the initial CD has decreased to 0.006992, as shown in the
lower portion of Table 1. After fixing the OML, structural optimiza-
tion is performed using the maneuver loads for the baseline config-
uration at CL = 0.2. The structural optimization process reduces the
weight of the wing structure to 6567 lbs.

We can now compare the results of the fully coupled optimization
in the preceding section and the outcome of the process of sequen-
tial optimization. The differences are clear: the coupled aerostruc-
tural optimization was able to achieve a design with a range of
7361 n miles, which is 224 n miles higher than that obtained from
the sequential optimization.

Finally, because sequential optimization neglects the aerostruc-
tural coupling in the computation of maneuver loads there is no guar-
antee that the resulting design is feasible. In fact, the aerostructural
analysis shows that the value of the KS function is slightly negative.

Conclusions
A methodology for coupled sensitivity analysis of high-fidelity

aerostructural systems was presented. The sensitivities computed
by the lagged-coupled-adjoint method were compared to sensitivi-
ties given by the complex-step derivative approximation and shown
to be extremely accurate, having an average relative error of 2%.
Moreover, significant differences in the values and signs of the sen-
sitivities were found when aerostructural values were compared to
rigid ones. In realistic aerostructural design problems with hundreds
of design variables, there is a considerable reduction in computa-
tional cost when using the coupled-adjoint method as opposed to
either finite differences or the complex-step approaches. This im-
provement is because the cost associated with the adjoint method is
practically independent of the number of design variables.

Sensitivities computed using the presented methodology were
successfully used to optimize the design of a supersonic business
jet that was parameterized with a large number of aerodynamic and
structural variables. The outcome of this optimization was compared
with the traditional method of sequential optimization and it was
found to improve the structural weight by an additional 16%.
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