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Introduction: Cells use multilayered regulatory systems to respond adequately to changing environments or perturbations. Failure in regulation underlies cellular malfunctioning, loss of fitness, or disease. How molecular components dynamically interact to give rise to robust and adaptive responses is not well understood. Here, we studied how the model eukaryote Saccharomyces cerevisiae can cope with transition to high glucose levels, a failure of which results in metabolic malfunctioning and growth arrest.

Methods: We combined experimental and modeling approaches to unravel the mechanisms used by yeast to cope with sudden glucose availability. We studied growth characteristics and metabolic state at population and single-cell levels (through flow cytometry and colony plating) of the wild type and of mutants unable to transit properly to excess glucose; such mutants are defective in trehalose synthesis, a disaccharide associated with stress resistance. Dynamic $^{13}$C tracer enrichment was used to estimate dynamic intracellular fluxes immediately after glucose addition. Mathematical modeling was used to interpret and generalize results and to suggest subsequent experiments.

Results: The failure to cope with glucose is caused by imbalanced reactions in glycolysis, the essential pathway in energy metabolism in most organisms. In the failure mode, the first steps of glycolysis carry more flux than the downstream steps, resulting in accumulating intermediates at constant low levels of adenosine triphosphate (ATP) and inorganic phosphate. We found that cells with such an unbalanced glycolysis coexist with vital cells with normal glycolytic function. Spontaneous, nongenetic metabolic variability among individual cells determines which state is reached and consequently which cells survive. In mutants of trehalose metabolism, only 0.01% of the cells started to grow on glucose; in the wild type, the success rate was still only 93% (i.e., 7% of wild-type yeast did not properly start up glycolysis). Mathematical models predicted that the dynamics of inorganic phosphate is a key determinant in successful transition to glucose, and that phosphate release through ATP hydrolysis reduces the probability of reaching an imbalanced state. $^{13}$C-labeling experiments confirmed the hypothesis that trehalose metabolism constitutes a futile cycle that would provide proper phosphate balance: Upon a glucose pulse, almost 30% of the glucose is transiently shuttled into trehalose metabolism.

Discussion: Our work reveals how cell fate can be determined by glycolytic dynamics combined with cell heterogeneity purely at the metabolic level. Specific regulatory mechanisms are required to initiate the glycolytic pathway; in yeast, trehalose cycling pushes glycolysis transiently into the right direction, after which cycling stops. The coexistence of two modes of glycolysis— an imbalanced state and the normal functional state— arises from the fundamental design of glycolysis. This makes the imbalanced state a generic risk for humans as well, extending our fundamental knowledge of this central pathway that is dysfunctional in diseases such as diabetes and cancer.

Initiation of glycolysis can have two outcomes. Upon glucose availability, glycolysis can end up in either a functional steady state or an unviable imbalanced state with imbalanced fluxes between ATP-consuming ($V_{\text{out}}$) and ATP-producing steps ($V_{\text{in}}$). In wild-type yeast, the transient activation of trehalose cycling pushes glycolysis toward the viable steady state. Failure to do so results in metabolic malfunctioning, as observed in mutants in trehalose biosynthesis ($tps1\Delta$).
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Cells need to adapt to dynamic environments. Yeast that fail to cope with dynamic changes in the abundance of glucose can undergo growth arrest. We show that this failure is caused by imbalanced reactions in glycolysis, the essential pathway in energy metabolism in most organisms. The imbalance arises largely from the fundamental design of glycolysis, making this state of glycolysis a generic risk. Cells with unbalanced glycolysis coexisted with vital cells. Spontaneous, nongenetic metabolic variability among individual cells determines which state is reached and, consequently, which cells survive. Transient ATP (adenosine 5′-triphosphate) hydrolysis through futile cycling reduces the probability of reaching the imbalanced state. Our results reveal dynamic behavior of glycolysis and indicate that cell fate can be determined by heterogeneity purely at the metabolic level.

Key properties of biological systems are adaptability and robustness—the ability to maintain the physiological state in response to perturbations or dynamic conditions (1). Cells use multilayered regulation to respond adequately to changing environments or sudden perturbations. Failures in regulation underlie cellular malfunctioning, loss of fitness, or disease. In recent years, there has been a revived interest in metabolic processes, because many diseases are associated with metabolic aberrations, such as diabetes and cancer (2). Glycolysis is the central pathway in energy metabolism, which converts glucose to pyruvate with a net production of two adenosine 5′-triphosphate (ATP) molecules per glucose molecule. However, this net formation of ATP in “lower glycolysis” (Fig. 1) is preceded by an initial ATP investment at the first steps in the pathway (“upper glycolysis”; Fig. 1). This sequence of enzymatic steps in glycolysis, which is adopted by many organisms (3), implies a serious risk. If upper glycolysis outpaces lower glycolysis, a massive accumulation of glycolytic intermediates can occur with much reduced ATP production (4). This phenotype is observed in pancreatic β cells overexpressing glucokinase (coined acute glucose intolerance) (5), the enzyme that catalyzes the first step of glycolysis. Similarly, Saccharomyces cerevisiae mutants defective in the biosynthesis of the disaccharide trehalose, which branches off from glycolysis at the level of glucose-6-phosphate (G6P) (Fig. 1), show accumulation of the glycolytic intermediate fructose 1,6-bisphosphate (FBP) at low concentrations of ATP (6). We call this detrimental state of glycolysis an imbalanced state. We find that this imbalanced state is a risk also for normal cells. Through detailed system-level analysis of yeast glycolysis, we explain how phosphate dynamics is at the origin of the imbalance, and reveal how specific regulatory mechanisms affect the probability for cells to get trapped in it.

S. cerevisiae mutants with a defect in trehalose 6-phosphate (T6P) synthase (tps1), the first committed step in trehalose biosynthesis (Fig. 1), exhibit the imbalanced-state phenotype and are unable to grow on glucose (7). The molecular mechanism underlying this imbalanced phenotype has proven challenging to elucidate [we provide an extensive account of the literature in (8)]. T6P, the product of tps1, acts in vitro as a competitive inhibitor of the hexokinases (HKX1 and HKX2), with respect to glucose (9). This negative feedback loop was hypothesized to slow down the upper part of glycolysis and restore the balance in wild-type cells (4), but T6P-insensitive hexokinase mutants do grow on glucose (10). An alternative hypothesis assumes a reduced activity of glyceraldehyde-3-phosphate dehydrogenase (GAPDH) because of the low amounts of its substrate, cytosolic phosphate (Pc), in tps1Δ mutants. Accordingly, Pc release should enhance GAPDH activity and restore balance. In line with this hypothesis, enhanced glycerol production, which releases Pc, restores growth of tps1Δ mutants on glucose (11). Trehalose production from G6P also releases P, (Fig. 1A); however, the capacity of trehalose synthesis was believed to be too low to provide enough P for the high flux of glycolysis (12).

We used a computational approach to better understand the complex phenotype of tps1Δ mutants. We adapted an existing kinetic model of glycolysis (13) by (i) introducing Pc as an explicit variable in the model (rather than as a fixed “commodity” metabolite) and (ii) allowing for the mobilization of P from vacuolar stores, based on in vivo nuclear magnetic resonance data that describe this behavior (6). The latter was necessary because the net accumulation of phosphate-containing glycolytic intermediates that are observed experimentally in the imbalanced state (Fig. 1B) is not possible without the import of P, [details on these and other small adjustments to the original model are provided in (8)].

Two Glycolytic States Coexist

Simulations representing the tps1Δ mutant resulted in dynamic metabolite profiles that were qualitatively similar to experimentally observed profiles (Fig. 1B); that is, all metabolites were balanced, except for the intermediates between the upper and lower parts of glycolysis (Fig. 1B and fig. S3). Known experimental rescue mechanisms for the tps1Δ mutant, such as reduced activity of hexokinase (14) or enhanced glycerol production (11), could be reproduced in silico (figs. S11C and S14, C and D).

Our tps1Δ mutant model could reach another state, which resembled the wild-type steady state with proper flux, high ATP and P, levels, and normal FBP levels. Whether this state was reached depended on the initial concentrations of the metabolites, as shown for FBP and P, (Fig. 1B). Hence, two stable outcomes (states) coexisted in the model, a global steady state and an imbalanced state: the latter is a nontypical stable state, because some variables are not constant in time but rather accumulate. Other systems with more than one stable state, as found in sporulation (15) or differentiation (16), often result in phenotypically different subpopulations in an isogenic population. We assessed experimentally whether we could find evidence for such subpopulations as well, by asserting that only the functional glycolytic state would support growth. On the basis of serial dilution plating of wild-type and tps1Δ cultures on galactose and glucose (8), we estimated that about 1 in 105 to 106 tps1Δ cells grew on excess glucose (Fig. 1C). This small subpopulation size is consistent with the very long lag phase we observed in glucose liquid cultures (Fig. 1D). In the past, glucose-positive tps1Δ colonies were usually discarded as revertants or rescue mutants. However, when tps1Δ colonies were directly picked from glucose plates and subjected to another transition via galactose to glucose, the original subpopulation structure with less than...
Fig. 1. The coexistence of two glycolytic states underlies glucose-tolerant tps1Δ subpopulations. (A) Schematic illustration of glycolysis and the trehalose cycle. (B) Depending on initial conditions, the tps1Δ-like model can reach one of two stable states. (i) Normal steady state (white area) or an imbalanced state (gray area). The black circle indicates the initial values for P1 and FBP used (table S2). (ii) Simulation of the imbalanced state is qualitatively similar to experimentally observed profiles [data reproduced from (9)]. (C) Serial dilution plating reproducibly shows glucose-tolerant subpopulations of between 1 in 10^3 and 1 in 10^4 tps1Δ cells (n = 3). (D) Growth curves for wild type (WT) and tps1Δ on glucose (Glu) and galactose (Gal): Glu tps1Δ cells show extended lag phase as a consequence of a large nongrowing background. (E) Summary of the propagation scheme and a representative result (see fig. S5C for full scheme) show that glucose tolerance can be reset, because populations derived from a glucose-tolerant colony exhibit subpopulation structures similar to initial populations derived from glycerol stocks.
In 10^3 glucose-tolerant colonies was restored (Fig. 1E and fig. S5C). This argues against a genetic basis. We therefore conclude that there is a small subpopulation of glucose-positive tps1Δ cells that arises from spontaneous phenotypic— as opposed to genetic—variability.

We reexamined the reported inhibitory effect of low concentrations of glucose on tps1Δ mutant growth in the presence of excess galactose (17). Plating experiments again showed that the growth inhibition observed at the population level is in fact caused by a glucose-dependent increase in the size of a subpopulation that was unable to grow (fig. S6A). A simple mathematical model of population growth dynamics with different growing and nongrowing subpopulation sizes (8) reproduced the experimental data (17) very well (fig. S6B).

**Intracellular pH Reveals Two Metabolic Subpopulations**

To visualize the two subpopulations, we made use of the observation that tps1Δ mutants, when exposed to glucose, are unable to maintain pH homeostasis because they produce too little ATP (6). Hence, after glucose addition, the intracellular pH (pHi) of tps1Δ populations decreased by more than 1 pH unit compared to that of wild-type cells (Fig. 2A). After confirming that different subpopulations could be distinguished on the basis of pHi signals (Fig. 2B), we used flow cytometry as a high-throughput approach to study the structure of both tps1Δ and wild-type populations exposed to galactose and glucose. We found two subpopulations of tps1Δ cells of sizes that agreed with the plating assays and growth lag phases (Fig. 2C). We also tested wild-type cells because analysis of the wild-type version of the model also showed two stable states (fig. S4). Indeed, a subpopulation of wild-type cells with low pH appeared in cultures exposed to glucose, but a similar response was observed for galactose (Fig. 2C). The size of the subpopulation, about 7%, was larger than the model suggested (but not unexpectedly; fig. S4). These results indicate that the imbalanced state is a general property of glycolysis that cannot be fully prevented by regulatory mechanisms operative in wild-type cells.

**Metabolic Variability Determines State of Glycolysis**

We tested in silico whether the observed phenotypic variability in the response to sugar addition could be reproduced by introducing spontaneous variation in enzyme and initial metabolite concentrations. We sampled these concentrations from Gaussian distributions with realistic coefficients of variation (18). The mean of the initial metabolite concentrations was based on metabolite data for wild-type cells grown on galactose (19), the sugar on which we grew tps1Δ before glucose addition. We generated 10^8 tps1Δ-like models each with unique initial conditions and simulated a galactose-to-glucose transition. Less than one in a thousand models actually reached a functional steady state. Thus, heterogeneity in the amounts of glycolytic enzymes and metabolites appears to cause some cells to survive glucose excess exposure (fig. S7) (8).

To assess which parameters and initial conditions most affect the probability to reach an imbalanced or functional steady state, we performed a linear discriminant analysis over all our model simulations (8). A single discriminant accounted for 99% of the differences in initial conditions that lead to either the balanced or imbalanced states.
(fig. S11A). This discriminant identified parameters and initial metabolite concentrations that tend to either reduce the flux through the upper part of glycolysis or enhance the flux through lower glycolysis (Fig. 3A). The parameters related to the primary mechanisms known to rescue the tps1Δ mutant phenotype (23) were all represented.

Size of Subpopulations Can Be Manipulated

We looked for ways to experimentally influence the size of the two subpopulations. Respiratory inhibitors, in particular antimycin A (24), have been shown to improve growth in the presence of glucose. However, ethanol, the solvent of antimycin A, produced pronounced decreases in the lag phase (Fig. 3B), completely dominating the antimycin A effect (fig. S5D). These results were confirmed by plating assays (fig. S6C) and flow cytometry measurements of pH (fig. S9) (8). We repeated the in silico random sampling approach at different ethanol concentrations and reproduced the positive effect of ethanol (Fig. 3C). The model showed that the increase in ethanol concentration increased Pi release through glycerol formation (fig. S11B) driven by an increased NADH (reduced form of nicotinamide adenine dinucleotide)/NAD (oxidized form of nicotinamide adenine dinucleotide) ratio (25). This model prediction was experimentally tested in tps1Δ mutant cultures by the addition of formate. Although formate cannot be used as a carbon source by yeast, its conversion to CO2 by formate dehydrogenase (26) enhances NADH formation. Indeed, formate additions similarly decreased the lag phase, implying a NADH-driven increase in glycerol production that subsequently increases the proportion of tps1Δ cells in the population that could grow on glucose (fig. S5E).

Core Model Explains and Generalizes Dynamics

To generalize our findings and to provide a deeper understanding of the observed coexistence of two stable states, we captured the essential features of the large model in a reduced model. This generalized core model (8) only considers the concentrations of FBP, ATP, and Pi and four reactions: (i) a lumped upper glycolysis reaction (vupper), (ii) a lumped lower part of glycolysis (vlower), (iii) an ATP-demand reaction (vATP), and (iv) an ATP import or export reaction (vPi) (Fig. 4). Detailed mathematical analysis showed that such a generalized glycolytic pathway has two stable states representing a functional steady state and an imbalanced state.

Figure 4 shows the system dynamics that lead to these two states: The difference between the left and right panel is only the initial Pi level (10.4 and 9.4 mM, respectively). How can the different outcomes in these simulations be explained? At the start of the simulation (when glucose is added), vupper > vlower. Because the concentration of the intermediate FBP to increase (dFBP/dt = vupper - vlower). For a balanced steady state, vlower needs to accelerate to equal the rate of vupper (note that this challenge becomes bigger if the activity of vupper is higher). Pi is the phosphate source for FBP, and therefore, FBP accumulation results in a drop in Pi (Fig. 4). Both FBP and Pi are substrates of vlower, so the accumulation of FBP stimulates vlower whereas the drop in Pi tends to slow it down. Which effect is dominant may determine the fate of the system. If Pi is high initially, a drop in Pi will not affect vlower and the FBP increase will dominate, resulting in the functional steady state being reached (Fig. 4, left panel). Similarly, if Pi is liberated quickly enough directly by storage/uptake (vPi) or indirectly by ATP hydrolysis (vATP), Pi will drop less quickly and the balanced steady state can also be reached. If, however, Pi is low at the onset of glycerol addition or Pi mobilization is too slow, or both, the decrease in Pi will quickly become a limiting factor for vlower and will dominate the stimulating effect of accumulating FBP. In this case, vlower will not accelerate quickly enough to reach the rate of vupper and the system will collapse to the imbalanced state (Fig. 4, right panel). Once in this imbalanced state, continuous Pi mobilization from uptake or storage paradoxically maintains the imbalance. In this low Pi, low ATP state, imported Pi enhances the rate of vlower, but the concomitant production of ATP will increase vupper twice as fast (due to the stoichiometric coupling of ATP in glycolysis; fig. 4B). Hence, the imbalance and, thus, FBP accumulation will only get bigger with faster Pi import, as observed in the core model and the detailed model (fig. S1).

Trehalose Metabolism Constitutes Transient Futile Cycling

The core model predicted that enhanced Pi mobilization through ATP hydrolysis by vATP could enlarge the set of initial conditions that leads to a functional steady state, or could even result in the disappearance of the imbalanced state altogether (fig. S14). This was confirmed in the detailed model. We realized that, in yeast, the full trehalose cycle (Fig. 1A) could act as a mechanism for ATP hydrolysis through futile cycling. This cycling of trehalose should be able to remove the existence of the imbalanced state or at least reduce the probability to reach it, providing a rationale why trehalose metabolism affects glycolytic function.

To estimate the dynamic fluxes through the trehalose network upon a transition to glucose excess, we used a dynamic 13C-labeling approach (8). Wild-type cells were grown in a glucose-limited chemostat and treated with either 110 mM [13C]glucose or uniformly labeled [U-13C6]glucose pulses. The time course of the concentrations and the average carbon labeling enrichments for key intermediates are shown in Fig. 5A. For most metabolites, up to full enrichment was achieved very rapidly; in contrast, the large trehalose pool was enriched to only 14% at the end of the experiment. From these data, the flux of glucose through the different glycolytic enzymes was estimated on the basis of a hybrid modeling approach (27). The flux profiles indicated that (i) fluxes changed rapidly after a glucose pulse, at similar time scales as key metabolites, such as ATP (Fig. 5B); (ii) fluxes through TPS1 and TPS2 increased and subsequently decreased between 0 and 5 min; and (iii) at its maximum, as much as 28% of the glucose taken up was branched into trehalose (Fig. 5C). The transient nature of the flux through the trehalose pathway is consistent with the existence of two stable states in glycolysis, that is, once the system has reached the viable steady state, the need for excessive ATP hydrolysis through futile trehalose cycling has disappeared. Thus, we suggest that trehalose cycling constitutes a transient futile
cycle, large enough to push the system’s dynamics into the functional steady state.

**Different Mechanisms Contribute to Robustness**

Finally, we examined the contribution of various aspects of trehalose metabolism to establish proper glycolytic functioning, through random sampling of initial conditions in the full kinetic model (Fig. 5D). Whereas the combined trehalose cycling and negative (T6P-mediated) feedback on hexokinase resulted in 100% viability in the wild-type version of the model, apparent futile cycling of trehalose alone resulted in a regular steady state in 76% of the sampled cases. Removal of G6P without P, release (only possible in silico) resulted in a functional state in 4% of the cases. This shows that phosphate recovery is the primary safety mechanism, with hexokinase inhibition also contributing. The reported inhibition of trehalose synthesis by P, (28) reinforces this picture, because low P, concentrations will relieve inhibition and ensure P, mobilization. These results provide a strong basis for the interpretation of population-level phenotypes of various mutants in trehalose metabolism and hexokinase (8).

**Start-Up of Glycolysis Requires Dynamic Regulation**

From our work, a dynamic picture emerges where the organization of glycolysis in ATP-investing upper and ATP-producing lower parts provides a major challenge for robust start-up upon activation. After environmental changes (for example, nutrition, hormone, and drug), proper steering through a dynamic landscape consisting of undesired states requires specialized regulatory mechanisms. Our work shows that phosphate dynamics is an essential determinant of the state that is reached. Because existing glycolytic models ignored P, dynamics, the coexistence of two states in glycolysis was not previously discovered.

The core model demonstrated that mostly generic features of glycolysis give rise to this two state outcomes, in particular, (i) its stoichiometry in ATP consumption and production, and (ii) the (universal) equilibrium constants of phosphofructokinase (large; allowing accumulation of FBP) and GAPDH (small; requiring high P, levels to drive the reaction). In yeast, trehalose metabolism apparently provides protection against the imbalanced state, albeit not 100% fail-safe based on flow cytometry (Fig. 2C); the observed failure of wild type (~7%) could reflect a trade-off between different aspects of the transition to high sugar, because a higher success rate will require tighter regulation or higher futile cycling that will make start-up slower or more costly, respectively.

Other systems, notably mammalian cell types, have adopted alternative mechanisms that may function to prevent glycolytic imbalance. In human cell types, feedback inhibition of hexokinase or glucokinase, either by the product G6P (muscle) or a glucokinase regulatory protein (liver), is a well-known regulatory mechanism for glycolysis (29). Pancreatic β cells seem to have no protective mechanism, but have low glucokinase activity

---

Fig. 4. Generalized core model of glycolysis can reach two stable, coexisting states. The left panel shows the global steady state, and the right panel the imbalanced state. The difference between panels is the initial P, level (10.4 and 9.4, respectively). (A and B) Stoichiometry of the core model, with red arrows emphasizing the vascular flow of P, from polyphosphates (polyP). The coupling between the upper and lower part of glycolysis through ATP is emphasized by the red dashed line (B). (C and D) Metabolite levels for a simulation of the core model, resulting in steady state (metabolite levels constant in time) (C) or imbalance (FBP accumulation at very low P, and ATP levels) (D). (E and F) Characteristic rates that specify the states: The red dashed lines indicate the difference in rate between upper and lower glycolysis (v_upper − v_lower), which is zero at steady state (E) and is positive at the imbalanced state (F). The dashed blue lines represent the vascular import rate of P, (v_p), which should be zero at steady state. In (F), the constant positive v_p indicates mobilization of P, which sustains accumulation of FBP (red dashed line) through the stoichiometric coupling of ATP.
Fig. 5. $^{13}$C tracer enrichment reveals highly dynamic flux distributions through the trehalose cycle. (A) Selection of data [complete data set in (9)] superimposed on the trehalose cycle. White boxes contain metabolite data, with concentrations (µmol gDW$^{-1}$) in blue and tracer enrichment (fraction) in red (symbols represent measurements, and lines represent model fits); x axes show time in seconds. Gray boxes show flux profiles (µmol gDW$^{-1}$ s$^{-1}$) of the indicated reactions in time (s). (B) ATP concentration profile shows a response time similar to that of flux channeling toward the trehalose pool via the tps1 reaction. (C) Dynamic flux ratios of tps1 (v7) and tps2 (v8) relative to hxk (v1) show that up to 28% of glucose is dynamically routed into trehalose metabolism. (D) Percentage of balanced steady states found with randomly sampled initial conditions as input for different features of the trehalose cycle. Different aspects of trehalose metabolism contribute to the overall probability to reach the functional steady state.
that would prevent the upper part of glycolysis from being too fast. Upon overexpression of hexokinase, these cells exhibit a similar metabolic imbalance to that observed in yeast gspΔ mutants (3), providing relevance for this state in mammalian metabolism.

Our findings have major implications for biotechnological applications and disease. In biotechnology, poor mixing in large-scale fermenters causes dynamic conditions, which—often in combination with genetic manipulations—may create conditions in which individual cells behave very differently from the measured population average. In disease, cancer in particular, the regulation of glycolysis has recently regained great interest because of the Warburg effect, characterized by an enhanced glycolytic flux and lactate production (30). Our work provides systems-level insight into the dynamic regulation of glycolysis. As an example, feed-forward activation of pyruvate kinase (PK) by FBP is impaired in the PKM2 splice variant that replaces the original PKM1 protein in many cancer cells (31). Such feed-forward activation of PK by FBP, observed from bacteria to man, could act as an additional safety switch to feed-forward activation of pyruvate kinase (PK) by FBP, observed from bacteria to man, could act as an additional safety switch to prevent a metabolic imbalance in glycolysis: FBPACT1-pHfluorin plasmid described in (38) was supplied by G. Smits. The plasmids for HXK2 overexpression described in (39) were supplied by J. Thevelein.

**Strain Constructions**

All yeast transformations were performed according to (37). The pYES-PACT1-pHfluorin plasmid described in (38) was supplied by G. Smits. The plasmids for HXK2 overexpression described in (39) were supplied by J. Thevelein.

**Microtiter Growth Experiments**

Microtiter growth experiments were designed to compare different carbon sources and various perturbing agents. Microtiter growth experiments were performed by using 96-well microtiter plates. All inoculums, unless stated otherwise, were derived from single colony isolates. Microtiter plates were filled with 200 μl of prepared culture, and growth was monitored at 600 nm using either a SpectraMax Plus384 (Molecular Devices) or a Multiskan GO (Thermo Fischer Scientific) microplate spectrophotometer. All experiments were performed with at least two biological replicates per condition. All growth profiles are presented as the average of biological replicates, unless stated otherwise.

**13C Tracer Enrichment Experiment and Trehalose Cycle Flux Estimations**

**Glucose Pulse Perturbations**

Glucose pulse perturbations were performed bycoupling a BioScope reactor (39) to the chemostat culture; this facilitated multiple sequential perturbations without disturbing the steady-state reference culture in the chemostat. The BioScope flow was calibrated to a rate of 0.475 ml/min, which allowed for a total sampling time of 5 min 37 s with samples after –0, 27, 50, 64, 89, 107, 135, 163, 204, 272, and 337 s. The culture was perturbed by the addition of 110 mM glucose to the broth flow when entering the BioScope (see fig. S15 for an illustration of the experimental setup). The sampling time was chosen on the basis of a priori expectations of flux dynamics through central carbon metabolism and represents a trade-off between resolving rapid and slow enrichments of the various metabolite pools. Within our system, the main challenge was to ensure that the tracer was sufficiently propagated to the large trehalose pool while maintaining some degree of resolution for the much smaller and rapidly labeled upper glycolytic metabolite pools. The experiments were performed in duplicate from the same chemostat culture for both glucose perturbation (for concentration measurements) and a perturbation with uniformly labeled [U-13C]Glc (for labeling enrichment measurements).

**Sample extractions, processing, and analysis** were performed as in (35) and were briefly described below.

**Metabolite Extraction and Sample Storage**

Tubes with 100% methanol (5 ml) were taken from the cryostat (–40°C), and 1 ml of broth was sampled directly into this quenching solution. The biomass is separated from the quenching solution by centrifugation. To remove the broth supernatant, an additional washing step is included. In the case of concentration measurements, 13C extract was added. The washed pellet is then extracted by the addition of 5 ml of 75% (v/v) boiling ethanol. Samples were immediately vortexed and placed in a water bath at 95°C for 3 min and then returned to the cryostat. Ethanol was evaporated using a RapidVap N2 (Labconco). The dried residues were stored at −80°C until further processing.

**Metabolite Concentration and Mass Isotopomer Quantifications**

Mass isotopomer fractionation was determined by using GC analysis as well as GC-MS analysis of G6P, fructose 6-phosphate (F6P), glucose 1-phosphate (G1P), FBP, T6P, uridine diphosphate-glucose (UDP-glucose), and 6-phosphogluconate (6PG)—were determined using anion exchange liquid chromatography–tandem mass spectrometry (LC-MS/MS) (35). The concentration of ATP was determined by ion-pair reversed-phase LC-MS/MS (35). Additionally, G6P, F6P, FBP, T6P, and trehalose were measured, as methoxime-trimethylsilyl derivatives, by gas chromatography–MS. The intracellular concentrations were determined on the basis of isotope dilution mass spectrometry (35). Where applicable, metabolite values determined by more than one platform were combined.

**Hybrid Modeling Approach**

The estimation of intracellular fluxes based on the concentration and 13C enrichment data was...
performed according to the procedure outlined by (27). A definition of the network with indicated C atom transitions that was used to automatically generate the concentration and labeling enrichment balances is shown in table S8; the notation introduced by (40) was used. Figure S16 provides a graphical illustration of reactions and metabolite pools included in our analysis.

**Population-Level pHluorin Measurements**

pHluorin-transformed cells (38) (see table S3) were inoculated into CBS-Gal and grown overnight to an OD_{600} of about 1 and kept on ice until the addition of carbon sources. After addition of either 2% galactose (OD_{600} ~0.8). Cells were harvested by centrifugation at 4000 rpm for 5 min and washed twice in CBS-C. Cell suspensions (200 µl) were transferred to black polystyrene clear-bottom 96-well microtiter plates (Greiner Bio-One), and pHluorin fluorescence emission was measured at 510 nm using an Omega FLUOSTar microtiter plate spectrophotometer (BMG LABTECH GmbH), with excitation bands of 10 nm centered about 390 and 470 nm, respectively. Glucose was added to a final concentration of 2% by automated injection. Additionally, pHluorin signals were collected for cultures growing on 2% galactose (OD_{600} ~0.8).

Calibration curves were constructed exactly as described in (38). Background fluorescence for a wild-type culture not expressing pHluorin was measured in triplicate and subsequently subtracted from all measurements. The background-corrected ratio of emission intensity (Em510/Em525) was converted to pH by a function derived from the constructed calibration curve.

**pHluorin Microscopy**

*Sample Preparation and Data Acquisition*

tps1Δ cells were grown to an OD_{600} of about 0.8. Cells were harvested by centrifugation at 4000 rpm for 5 min and washed twice in CBS-C. Samples were resuspended in CBS-C to an OD_{600} of about 1 and kept on ice until the addition of carbon sources. After addition of either 2% glucose, 2% galactose, or 2% galactose + 2 mM glucose, cells were incubated on a shaker for 30 min at 30°C, whereas microscope slides were prepared with 1% agarose pads. Agarose was dissolved in CBS-C. Once set, 20 µl of cell culture was pipetted directly onto the agarose and sealed with a cover slip and VALAP (a mixture of equal amounts of Vaseline, lanolin, and paraffin wax).

pHluorin fluorescence images were collected on a Nikon Ti-E inverted microscope using a CFI Plan Apochromat 60× oil immersion objective (Nikon Instruments). pHluorin was excited using either a 30-mW, 405-nm diode laser or a 90-mW, 488-nm diode laser from an Agilent MLC400 laserbox (Agilent Technologies). Both lasers were attenuated to 7% of their maximal power using an acousto-optical tunable filter. Emission light was selected using a 525-nm filter with 45-µm band width (Semrock) and recorded on a cooled back-illuminated electron-multiplying (EM) charge-coupled device camera (iXon DU897, Andor) using exposure times of 100 ms and an EM gain of 100 V.

**Image Processing and Data Analysis**

Images were processed and analyzed using ImageJ version 1.45s (41). General background correction was applied by the built-in function, with a rolling ball radius of 50 pixels and smoothing enabled. False-color images were generated from the ratio of emission intensities resulting from excitation at 405 and 488 nm (Em525/Em510).

**pHluorin Flow Cytometry**

*Sample Preparation and Perturbation*

Wild-type and tps1Δ cells were cultured, harvested, and resuspended as described above for microscopy. Carbon sources (wild type: 2% Glu or 2% Gal; tps1Δ: 2% Glu, 2% Gal or 2% Gal + 2.5 mM Glu) were added about 45 min before data acquisition. In addition, signals for cells suspended in CBS-C (unperturbed) were also collected about 45 min after resuspension.

A second set of experiments was performed to evaluate whether the presence of ethanol leads to the enrichment of the functional steady-state fraction of a tps1Δ population when challenged with glucose. Single colonies were picked directly from a galactose plates and resuspended in CBS-C. Suspension was perturbed as before, with either 2% Glu, 2% Gal, 2% Glu + 40 mM ethanol, or 2% Gal + 1 mM Glu. Samples not expressing pHluorin were always included to estimate background fluorescence signals.

**Data Acquisition**

Flow cytometry data were acquired on a CyAn ADP 9 Color flow cytometer (Beckman Coulter). pHluorin was excited by a 50-mW, 405-nm laser and a 25-mW solid-state 488-nm laser, respectively, and emission was detected through a 530/40-mm filter. Laser voltages were set at a minimum value that displayed the entire unperturbed wild-type population on a linearly scaled bivariate plot. The acquisition limit was 10^6 events per sample.

**Data Analysis**

Raw data files (.fcs) were processed and analyzed using MATLAB R2012b. Data were extracted from FCS (flow cytometry standard) files using the fc3read.m function, available in the MATLAB File Exchange repository (www.mathworks.nl/matlabcentral/fileexchange/8430-flow-cytometry-data-reader-and-visualization/content/fc3read.m). The channel-specific average background values were calculated from samples not expressing pHluorin and subtracted from each individual data point. In the first set of experiments (Fig. 2C), this threshold was 25 times the channel-specific background signal, and for the second set of experiments (Fig. 5), this was 5 times the channel-specific background signal. This difference is a consequence of lower overall signal in the second set of experiments. The chosen thresholds resulted in an average of about 200,000 events being retained for each sample, in both experiments.

Fluorescence signals for each event were calculated as the ratio of emission intensity resulting from excitation at 405 and 488 nm (Em525/Em510). Frequency data (bins = 101) for each sample were normalized to sample-specific total post-filter events and expressed as percentages.

**Kinetic Modeling**

All models were implemented and analyzed using Mathematica 9.0 (Wolfram Research). The time simulations were performed with the NDsolve function. A steady state is defined as a state, characterized by the metabolite concentrations, where all time derivatives of internal metabolite concentrations are equal to zero. Steady states were calculated by solving these equalities with the FindRoot function. Metabolite concentrations from the time simulations, after 250 simulation minutes, were used as initial values for the steady-state estimations with the FindRoot function.

The detailed kinetic model and the core model described in this paper are available as supplementary files in SBML (Systems Biology Markup Language) format. In addition, an interactive Web application is provided at www.ibi.vu.nl/sysbio/tpsmodel/, and demonstrates the effects of several parameters on the detailed kinetic model.

**Modeling Metabolic Heterogeneity**

*Model Variations and Random Sampling Descriptions*

The kinetic model, as detailed in (8), was used to explore the relationship between initial conditions and the probability of obtaining a regular steady state with a model representing the tps1Δ state. We took enzyme expression levels and metabolite concentrations as two sources of interindividual metabolic variation in a population. To simulate this heterogeneity, we assumed Gaussian distributions for both enzyme expression levels (represented by V_{max} values) and initial metabolite concentrations. Variance was set such that the probability of a sampled value deviating more than 20% from the reference value is less than 1 in 10^5; this equals a coefficient of variation (that is, a mean-normalized SD) of 6.1% (3.29 SDs = mean ± 20%, for Gaussian distributions). To additionally evaluate the effect of ethanol on the probability of reaching a steady state, we performed samplings at varying ethanol concentrations: 0, 4.3, 10, 21.5, 30, 43, 50, 62.5, 75, 100, 200, and 500 mM.

We randomly drew more than 10^6 unique V_{max} and initial metabolite concentration sets, at each ethanol concentration, and used these as input for the kinetic model. We performed a numerical time simulation for 250 min and evaluated the system to check whether a regular or an imbalanced state was obtained. An imbalanced state was defined when the final FBP concentration was higher than the concentration at 90% of the evaluation time (indicating long-term accumulation). In addition, to score a viable state, free phosphate concentra-
Discriminant Analysis

Using the output from the random sampling evaluations, 5000 samples were drawn (randomly) from the saved data sets, for both imbalanced and regular steady-state situations, at each ethanol concentration, yielding a data set with 28 variables (14 initial metabolite and 14 \( V_{\text{max}} \) values) and 24 independent classes (two groups: imbalanced versus steady state, at 12 different ethanol concentrations, see above). The discriminant analysis was performed with the lda function of the MASS package in the R (version 2.14.2) statistical environment (42).
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