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ABSTRACT Many biological proteins are observed to fold into one of a limited number of structural motifs. By considering the requirements imposed on proteins by their need to fold rapidly, and the ease with which such requirements can be fulfilled as a function of the native structure, we can explain why certain structures are repeatedly observed among proteins with negligible sequence similarity. This work has implications for the understanding of protein sequence–structure relationships as well as protein evolution.

Understanding the relationship between protein sequences and structures has been a major goal of modern molecular biophysics. One of the most intriguing aspects of this problem is that the wide range of possible biological sequences (1) fold into such a small number of native structures (2–4). While arguments have been presented why certain motifs are more likely than others (5–7), the extreme degeneracy of the mapping of sequence to structure has not been explained.

There are many examples of proteins of similar structure with completely different functions and similar functions that are performed by different proteins with different tertiary folds (8). This suggests that the dominant explanation for the limited number of folds is based on structural rather than functional grounds. One of the basic requirements of any protein is that it must find its native structure in a biologically relevant time scale. Recent work with simple theoretical models has demonstrated that rapid folding to a consistent final shape can be achieved as long as this native state is sufficiently stable relative to the ensemble of random conformations (9–18). There has been some preliminary work indicating that this stabilization may be easier to achieve for some structures than for others (5–7, 19, 20).

We have been investigating how a protein sequence’s ability to fold depends upon the interactions between the residues. We use concepts borrowed from the physics of spin glasses to model this foldability. According to this picture, there are two transitions possible for the sequence: (i) to a folded state at temperature $T_f$ and (ii) to a glassy misfolded state at temperature $T_g$. It is the ratio of these two temperatures that determines whether the protein will be able to fold sufficiently rapidly (10, 12, 21, 22). By using the random energy model (23), $T_f/T_g$ can be expressed as a monotonically increasing function of $R = \Delta/I$, where $\Delta$ is the difference between the energy of the native structure and the average energy of the ensemble of random conformations, and $I$ is the width of the distribution of energy values of the random structures (12, 20–22). The foldability can be characterized by the value of $R$.

Recent work has looked at the relationship between RNA sequence and secondary structure (24). This has been facilitated by methods that can quickly find the lowest-energy structure by analyzing possible base pairings (25, 26). Such an approach is difficult with protein tertiary structure due to the number of possible conformations for a protein of even modest length. We have addressed this issue by analyzing a lattice model of proteins confined to a $3 \times 3 \times 3$ cubic lattice, where each residue is confined to a lattice point and only the interactions between the nonbonded near neighbors are considered (20). Such models can represent larger proteins where each lattice point corresponds to the position of a structural unit stabilized by local cooperative interactions, such as parts of $\alpha$-helices (27). The advantage of this model is that we can do an exhaustive enumeration of all compact conformations and, if the native state and the random states are compact, we can solve for the optimal set of interaction parameters that maximize the foldability $R$ (12, 21, 22). We found that some structures are more optimizable than others and conjectured that there should be a connection between how much a given structure could be optimized for folding and how likely that structure would result from random evolution. This was based on the idea that for highly optimizable proteins, the interactions could be far from optimal and still result in rapid folding; structures with lower optimal folding abilities would have to have close to optimal interactions to fold.

We now develop a simple model to quantify this conjecture, by using our lattice model to characterize foldability. We find that even in the absence of any evolutionary pressure, it is still the most optimizable structures that are likely to result from evolution. This dependence grows stronger as the evolutionary pressure increases, resulting in highly optimizable structures being greatly overrepresented in any set of biological proteins. In particular, we show that while in our model all conformations are possible, certain conformations would be so overrepresented that relatively few distinct protein structural motifs would be observed in any random set of biological proteins. This can then reconcile the plasticity of protein sequences with the robustness of observed structures.

MODEL AND METHODS

We consider the space of all possible sequences of amino acids, or more abstractly, the $d$-dimensional space of all possible sets of interactions between residues ($\{\gamma\}$) that can characterize such sequences. Each possible protein sequence corresponds to some point in this interaction space. There will be certain regions of this space where the corresponding protein sequences would fold into some structure, separated by regions where the protein would not be sufficiently stable or where folding would occur too slowly. The volume of the space of acceptable interactions for folding into some protein structure will be larger than for others. We make the simple approximation that the probability of any given structure resulting from evolution is proportional to the volume of the interaction space that would result in successful folding into that structure.

For each of the $M$ possible structures, we consider a separate foldability function $R_i(\gamma)$ representing the ability of a protein with interactions $\gamma$ to fold into structure $i$. For our lattice model, the foldability would be the ratio of $\Delta/I$; other models of protein folding would yield different foldability functions. If the sequence can fold, it will fold into the structure with the
maximum foldability for the particular set of interactions (γ); that is, it will fold into structure i if R_i(γ) > R_j(γ) (γj ≠ i). Evolutionary pressures are represented by a constraint on the foldability necessary for the sequence to fold into a stable native structure—the protein can fold only if R_i(γ) is greater than some critical value R_c. R_c depends on the length and overall flexibility of the protein sequences and on the rate of processes such as aggregation and degradation that compete with folding. Larger values of R_c represents the situation when it is more difficult to design a foldable protein sequence, and more of the interaction space would not correspond to any foldable structure.

We characterize each of the structures by its optimal foldability R_i^o, defined as the foldability of structure i for the optimal set of interactions for that structure (γ). The values of the optimal foldabilities are distributed according to some random probability distribution P(R_i^o). We are interested in Ω(R_i^o), the average volume of the interaction space that would result in successful folding into structure i (γ) as a function of R_i^o. This is equal to

\[ \Omega(R_i^o) = \int_{R_i} \Omega(R_i|R_i^o) P(N_{R_i=R_i^o}=0) dR_i, \]  

where Ω(R_i|R_i^o) is the volume of space with foldability R_i around a point with optimal foldability R_i^o, and P(N_{R_i=R_i^o}=0) is the probability that the number of structures with higher foldability (N_{R_i>R_i^o}) is equal to zero. This expression assumes that the region of relevant interaction space is large enough so that structure i is competing with many other structures, so correlations in P(N_{R_i=R_i^o}=0) can be neglected. As structures with foldability less than R_i will not fold, and R_i cannot exceed R_i^o, this integral is from R_i to R_i^o.

\[ \Omega(R_i|R_i^o) dR_i \] is the volume of the d-dimensional hyperspherical shell with thickness dR_i, where the radius of the shell is such that the foldability in the shell is R_i. Assuming a simple Gaussian shape for the foldability optima,

\[ R_i(γ) = R_i^o \exp \left( -\frac{|γ| - |γ_o|^2}{2Λ^2} \right), \]

where |γ| - |γ_o|^2 is the distance between |γ| and |γ_o|^2 in the d-dimensional interaction space and Λ is a constant parameter,

\[ \Omega(R_i|R_i^o) dR_i = \frac{(2π)^d}{d} \left( \frac{2Λ}{2-1} \right)^d |R_i^o| \int_{R_i}^{R_i^o} dR_i \text{ for } R_i < R_i^o \]

\[ = 0 \text{ for } R_i > R_i^o. \]

We assume that the various optima are uncorrelated, so that N_{R_i=R_i^o} can be described by a Poisson distribution: P(N_{R_i=R_i^o}=0) = e^{-N_{R_i=R_i^o}} where (N_{R_i=R_i^o}) is the average number of structures with R_i = R_i^o. For the simplest approximation, we imagine that various structures have their optimal interactions randomly spread throughout the landscape with some density of optima ρ. The average number of structures at any point in interaction space whose foldability is between R and R + dR, and whose optimal foldability lies between R^o and R^o + dR^o is equal to the volume of interaction space surrounding the point of interest where an optimum of optimal foldability R^o in that region would result in a foldability equal to R at the point of interest [equal to Ω(R|R^o)] times the probability of any optima having maximum foldability R^o [P(R^o)] times the overall density of optima (ρ). Integrating this expression over all values of R and R^o where R^o < R < R^o yields

\[ \langle N_{R_i=R_i^o} \rangle = ρ \int_{R}^{R^o} dR \int_{R_i}^{R_i^o} dR_i Ω(R|R_i^o) P(R_i^o). \]

The distribution of P(R_i^o) values can take a variety of functional forms (28). The distribution of optimal foldability values computed by using spin-glass theory based on lattice models of proteins follows a roughly Gaussian distribution (20). By using this functional form, we write:

\[ P(R_i^o) = \frac{1}{\sqrt{2πλ}} \exp \left( -\frac{(R_i^o - R_c)^2}{2λ^2} \right). \]

As mentioned above, we assume that P(γ|R_i^o), the conditional probability of folding into a particular structure given its optimal foldability R_i^o is proportional to the volume of interaction space that would result in that particular structure; that is, P(γ|R_i^o) = KΩ(γ|R_i^o), where the normalization constant K can be computed by noting that the a priori probability of forming any particular structure is simply the reciprocal of the total number of structures M. P(γ|R_i^o), the probability of a protein folding into some structure with optimal foldability R_i^o, is just the probability of any structure having optimal foldability R_i^o times the conditional probability of folding into that structure given that optimal foldability, summed over the M possible structures:

\[ P(γ|R_i^o) = MP(γ|R_i^o)P(R_i^o). \]

We can obtain μ(l), the average number of different structures that are observed l times when we pick v points from the volume of interaction parameter space that would result in successful folding (corresponding to v proteins with solved structures) by computing the probability of observing any structure with a given R_i value l times summed over the M structures with their corresponding distribution of optimal foldabilities. Again, assuming Poisson statistics:

\[ μ(l) = \frac{M}{l!} \int_{0}^{∞} [vP(γ|R_i^o)]^l e^{-vP(γ|R_i^o)} P(R_i^o) dR_i^o. \]

The total number of different structures observed is:

\[ μ(l > 0) = M \int_{0}^{∞} [1 - e^{-vP(γ|R_i^o)}] P(R_i^o) dR_i^o. \]

**RESULTS**

The various quantities described in the previous section were obtained numerically by using the parameters from the lattice model referred to above (20). In this model the variable parameters (γ) are the 156 possible interactions between residues. Since scaling the interactions or adding a constant does not change the value of R, we set the average value of the interaction parameters equal to zero and scale the parameters so that 2λ γ = 1. The interaction space is then the surface of a 155-dimensional unit hypersphere (d = 154). The curvature of the interaction space was neglected. The resulting distribution of optimized interaction parameters for the 103,346 possible compact structures is shown in Fig. 1. The distribution of R_i values had a mean of R_c = 12.44 with standard deviation λ = 0.37. R_c was set equal to 5.44 to give a value of T/κ = 1.67 (12, 20) in agreement with estimates for real proteins (27). The average width of the optima (λ) was estimated to be approximately 0.67, based on the percentage of structures with random interaction values that had R values greater than 5.44.

The distribution of R_i values for the native protein structures [P(α|R_i^o)] for various values of the critical foldability R_c is shown
in Fig. 2. Even with no evolutionary pressure \((R_e = 0)\), highly
optimizable structures are more likely to result from evolution
than poorly optimizable structures are. This effect becomes
more extreme with increasing \(R_e\). These results are qualita-
tively similar to numerical results shown in Fig. 3: 150,000 sets
of interaction parameters were chosen at random for the lattice
model proteins, and the \(R^o\) value for the resulting lowest-
energy structure was calculated, by assuming no evolutionary
pressure. This effect increased as the evolutionary pressure
was increased (results not shown).

As \(R_e\) increases, the corresponding shift in \(P(R^o)\) to the tail
of the \(P(R^o)\) distribution results in fewer different observed
structures and thus more examples of each. Fig. 4 shows
the number of different motifs that would be observed as the
number of solved structures increases, for various values of \(R_e\).
A \(R_e\) value of 5.44 would result in 1000 unrelated proteins
of solved structures having a total of 789 different folds. Results
are also shown for a model assuming 2025 possible equally
likely structural motifs, also resulting in 789 different struc-
tures for 1000 solved proteins. Fig. 5 shows how certain motifs
start to be greatly overrepresented, even for moderate
\(R_e\) values, relative to what would be expected with a smaller
number of equally likely structures.

FIG. 3. Probability of the native state structure having a given \(R^o\)
value \([P(R^o)]\) compared with what would be expected at random
\([P(R^o)]\), obtained by choosing 150,000 random sets of interaction
parameters for the lattice model as described (20). As expected,
structures that are more optimizable with larger values of \(R^o\) are
overrepresented in the set of native structures.

FIG. 4. Number of different structural motifs observed \([\mu(l > 0)]\)
as a function of the number of individual unrelated proteins of known
structure \((\nu)\), for various values of \(R_e\) (solid lines). Also shown for
comparison is the predicted number of different structural motifs
observed if each of 2025 structures were equally likely (dashed line),
a model that would mean that the observation of new structural motifs
would become increasingly rare.
DISCUSSION

In our model, it is the structures that are highly optimizable that are more likely to arise through random evolution. We have used parameters obtained from our highly simplified lattice model to quantify these predictions. In contrast to many models that emphasize the role of local interactions (29–32), our model suggests that it is those conformations with many long-range contacts that would be the most optimizable, and the local propensities would be a rather small contribution to the overall stabilization of the native state (33). These conclusions have been supported by recent simulations (34). It is also interesting to note that many three-dimensional lattice motifs that are highly optimizable, such as Greek key and jelly-roll motifs, are also rather common among biological proteins (20).

In contrast to models that explain the limited number of observed structural motifs by postulating a limited number of possible motifs (7), in our model, essentially all structures are possible, given the right set of interactions. It is the uneven probabilities of finding any particular structure that results in the observation of relatively few folds. As a result, as more protein structures are solved, novel motifs will continue to be observed. This model would also predict that a few folds would be observed very frequently, while most other folds would be observed only once in unrelated proteins. This seems to be a common phenomenon in the data base of known protein structures, as the work of Orengo et al. (4) indicates.

This work involves numerous simplifications about the nature of protein evolution. The first approximation, that the volume of interaction space resulting in a foldable protein of a given structure represents the probability that such a structure would arise through molecular evolution, represents the long-time limit where evolution has occurred to a sufficient degree of equilibrium over the interaction space that has been reached. The approximation that the optimal sets of interactions for different structures are distributed randomly through the interaction space is supported by the observation that the pair-correlation function for the optimal set of interactions for the 103,346 structures on the $3 \times 3 \times 3$ lattice is almost identical to that obtained by selecting points at random from the corresponding hypersurface. It is interesting to note that there is a small tail to the distribution, corresponding to similar structures that are closer to each other in interaction space than would be expected at random. The role of these correlations may be important in understanding the dynamics of molecular evolution, just as the “funnels” in the free-energy landscape seem to possibly play a role in the dynamics of folding of individual proteins (35, 36).

We have also neglected the role of other forms of evolutionary pressure, such as the need for the folded protein to fulfill its biological function. Being able to fold is crucial but is only one of a long list of requirements a protein must fulfill. Our assumption is that the requirements of foldability are uncorrelated with these other requirements—two different structures are a priori equally likely to be compatible with a given biological activity, so the predominance of one structure over another represents how easy it is to find a set of interactions that will fold into that structure. Again, this is likely an oversimplification but is supported by the observation that different motifs have been found to fulfill the same function (8). In addition, other requirements such as biochemical efficacy could be added to the fitness function used in this model.

In the highly dimensional interaction space, almost all of the volume of the interaction space corresponding to foldable proteins would have $R$ values only slightly greater than $R_c$, suggesting that proteins would be marginally foldable. In the spin-glass model, where foldability reflects how well a protein is able to avoid spin-glassy behavior, this would suggest that such behavior might be incipient. Proteins have been shown to exhibit such spin-glass behavior, especially at low temperatures (37, 38). Wolynes and coworkers (27, 36) in particular have emphasized the role of the glass transition in understanding the final stages of protein folding.

Percolation theory has been applied to the understanding of molecular evolution (39) and can provide insight into the dependence of protein evolution on the value of $R_c$. For low values of $R_c$, most of the interaction space would be accessible, and it would be rather easy for proteins to evolve from one structure to another. As $R_c$ increased, the interaction space would move toward isolated regions representing foldable proteins separated by larger regions of interaction space corresponding to nonfoldable proteins. It is possible that nature has worked to optimize $R_c$ through evolution so that $R_c$ is close to the percolation threshold, where regions of interaction space corresponding to different structures are isolated enough to give a robustness to structural forms, yet not so isolated that evolution of the structure is impossible.
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