Linear programming support vector regression with wavelet kernel: A new approach to nonlinear dynamical systems identification

Zhao Lu\textsuperscript{a}, Jing Sun\textsuperscript{b,*}, Kenneth R. Butts\textsuperscript{c}

\textsuperscript{a} Department of Electrical Engineering, Tuskegee University, Tuskegee, AL 36088, USA
\textsuperscript{b} Department of Naval Architecture and Marine Engineering, University of Michigan, Ann Arbor, MI 48109, USA
\textsuperscript{c} North America Technical Center, Toyota Motor Corporation, Ann Arbor, MI 48105, USA

Received 6 September 2007; received in revised form 2 August 2008; accepted 30 October 2008
Available online 18 November 2008

Abstract

Wavelet theory has a profound impact on signal processing as it offers a rigorous mathematical framework to the treatment of multiresolution problems. The combination of soft computing and wavelet theory has led to a number of new techniques. On the other hand, as a new generation of learning algorithms, support vector regression (SVR) was developed by Vapnik et al. recently, in which $\varepsilon$-insensitive loss function was defined as a trade-off between the robust loss function of Huber and one that enables sparsity within the SVs. The use of support vector kernel expansion also provides us a potential avenue to represent nonlinear dynamical systems and underpin advanced analysis. However, for the support vector regression with the standard quadratic programming technique, the implementation is computationally expensive and sufficient model sparsity cannot be guaranteed. In this article, from the perspective of model sparsity, the linear programming support vector regression (LP-SVR) with wavelet kernel was proposed, and the connection between LP-SVR with wavelet kernel and wavelet networks was analyzed. In particular, the potential of the LP-SVR for nonlinear dynamical system identification was investigated.
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1. Introduction

Mathematical models that capture the behavior of dynamical systems are of great importance in almost all fields of science and engineering, specifically in control, signal processing and information science. Given that most systems encountered in the real world are complex and nonlinear, one challenge in developing a useful model is to achieve a proper trade-off between model simplicity and accuracy. Since a model is always only an approximation of real phenomena, having an approximation theory which allows for the analysis of model quality is of substantial importance. A fundamental principle in system modeling is the well-recognized Occam’s razor hypothesis: ‘plurality should not be posited without necessity’, or in other words, the simpler a solution is, the more reasonable it is. This concept, known as the parsimonious principle, which ensures the simplest possible model that explains the data, is particularly relevant in nonlinear model building because the size of a nonlinear model can easily become explosively large.
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Forward selection using the orthogonal least squares (OLS) is an effective construction method that is capable of producing parsimonious linear-in-the-weights nonlinear models with excellent generalization performance [3]. Alternatively, the state-of-the-art sparse kernel modeling techniques, such as the support vector machine (SVM) [17,18] and relevant vector machine [9], have been gaining popularity in data modeling applications. SVM algorithms yield prediction functions that are expanded on a subset of training vectors, or support vectors, hence their names. Sparsity, defined as the ratio of the number of support vectors over the number of data points in the training set, is used to measure the model size and simplicity, thereby allowing the evaluation of the model quality against the parsimonious principle. For linear approximation, it has been pointed out in [2] that the solution found by SVM for regression is a trade-off between sparsity of the representation and closeness to the data. SVMs extend this linear interpretation to nonlinear approximation by mappings to a higher-dimensional feature space. This space can be of very high dimension, even infinite, because the parameters of weights are not explicitly calculated. By using certain kernel functions in the approximation function, nonlinear mappings can be made from input space to output, while the training procedure is concerned with linear mappings in an implied feature space.

In the conventional quadratic programming support vector machines (QP-SVMs), the prediction function yielded often contains redundant terms. The economy of an SVM prediction model is dependent on a sparse subset of the training data being selected as support vectors by the optimization technique. In many practical applications, the inefficiency of the conventional SVMs scheme for selecting support vectors could lead to infeasible models. This is particularly apparent in regression applications where the entire training set can be selected as support vectors if error insensitivity is not included [5].

A recent study has compared the standard SVM and uniformly regularized orthogonal least squares (UROLS) algorithms using time series prediction problems, and has found that both methods have similar excellent generalization performance but the resulting model from SVM is not sparse enough [12]. It is explained that the number of support vectors found by quadratic programming algorithm in a SVM is only an upper bound on the number of necessary and sufficient support vectors, and this is due to the linear dependencies between support vectors in feature space. Some efforts have been made attempt to control the sparsity in support vector machines [5].

Among a number of successful applications of SVMs in practice, it has been shown that the use of support vector kernel expansion also provides us a potential avenue to represent nonlinear dynamical systems and underpin advanced analysis [6,7,16]. Although it is believed that the formulation of SVM embodies the structural risk minimization principle, thus combining excellent generalization properties with a sparse model representation, data modeling practitioners have begun to realize that the capability for the standard quadratic programming SVR (QP-SVR) method to produce sparse models has perhaps been overstated. For example, it has been shown that the standard SVM technique is not always able to construct parsimonious models in system identification [6].

In this article, for the purpose of developing an innovative and efficient identification algorithm for complex nonlinear dynamical systems, the issue of model sparsity was addressed from two different perspectives. First, the linear programming support vector regression (LP-SVR) is used to capitalize on the advantages of the model sparsity, the flexibility in using more general kernel functions, and the computational efficiency of linear programming [8,10], as compared to OP-SVR. The idea of LP-SVR is to use the kernel expansion as an ansatz for the solution, but to use a different regularizer, namely the $\ell_1$ norm of the coefficient vector. In other words, for LP-SVR, the nonlinear regression problem is treated as a linear one in the kernel space, rather than in the feature space as in the case of QP-SVR. Second, considering the transient characteristic of nonlinear dynamical systems, an appropriate kernel function which is capable to capture the underlying nonstationary dynamics accurately might be expected to yield a more compact and sparse representation. Due to the localization feature in both frequency and time domains, wavelets have been successfully used to represent a much larger class of signals than Fourier representation [1]. Unlike Fourier-based analyses that use global sine and cosine functions as bases, wavelet analysis use bases that are localized in time and frequency to represent nonstationary signals more effectively. As a result, a wavelet expansion representation is much more compact and easier to implement.

This paper focuses on developing a new machine learning algorithm by combining the wavelet kernel function with LP-SVR, and particularly exploring their strength in identification of complex nonlinear dynamical systems. Special attention is paid to the sparsity of the generated model and its role in reducing the generalization error. This paper is organized as follows. In the next section, a brief review about wavelet and wavelet networks are given. The algorithm of LP-SVR with wavelet kernel is developed and discussed in Section 3. A case study with application to nonlinear dynamical system identification is conducted in Section 4, with concluding remarks in Section 5.
The following generic notations will be used throughout this paper: lower case symbols such as $x$, $y$, $\alpha$, $\beta$, ... refer to scalar valued objects, lower case boldface symbols such as $\mathbf{v}$, $\mathbf{y}$, $\mathbf{z}$, $\beta$, ... refer to vector valued objects, and finally capital boldface symbols will be used for matrices.

2. Wavelet and wavelet networks

2.1. Wavelet decomposition

Wavelet theory has been extensively studied in recent years and has found many applications in various areas throughout science and engineering, such as numerical analysis and signal processing. The main reason for the popularity of wavelet is its effectiveness in representing transient signals. The most significant property of wavelets, compared to other basis functions, is their ability to capture the local behavior of signals both in frequency and time. This localization feature makes many functions and operators using wavelets “sparse” when transformed into the wavelet domain. This sparseness, in turn, results in a number of useful applications such as data compression, detecting features in images, and removing noise from time series. Also, they lend themselves for adaptation in the sense that one can add or remove wavelet coefficients depending on the accuracy required, without affecting the remaining coefficients.

Two categories of wavelet functions, namely, orthogonal wavelets and wavelet frames, were developed separately by different groups. Orthogonal wavelet decomposition is usually associated with the theory of multiresolution analysis. The fact that orthogonal wavelets cannot be expressed in closed form is a serious drawback for their application to function approximation and process modeling. Conversely, wavelet frames are constructed by simple operations of translation and dilation of a single fixed function called the analyzing wavelet or mother wavelet, which must satisfy conditions that are less stringent than orthogonality conditions.

A wavelet $\phi_j(x)$ is derived from its mother wavelet $\phi(z)$ by the relation

$$\phi_j(x) = \phi \left( \frac{x - m_j}{d_j} \right) = \phi(z_j)$$

where the translation factor $m_j$ and the dilation factor $d_j$ are real numbers in $\mathbb{R}$ and $\mathbb{R}_+^*$, respectively. The family of functions generated by $\phi$ can be defined as

$$\Omega_c = \left\{ \frac{1}{\sqrt{d_j}} \phi \left( \frac{x - m_j}{d_j} \right), \ m_j \in \mathbb{R} \text{ and } d_j \in \mathbb{R}_+^* \right\}.$$  

A family $\Omega_c$ is said to be a frame of $L^2(\mathbb{R})$ if there exists two constants $A$ and $B$, $0 < A \leq B < \infty$, such that for any square integrable function $f$, the following inequalities hold:

$$A \|f\|^2 \leq \sum_{\phi_j \in \Omega_c} |\langle \phi_j, f \rangle|^2 \leq B \|f\|^2$$

where $\|f\|$ denotes the norm of function $f$ and $\langle f, g \rangle$ the inner product of functions $f$ and $g$. Families of wavelet frames of $L^2(\mathbb{R})$ are universal approximators.

For the modeling of multivariable processes, the multi-dimensional wavelet must be defined. In the present work, we use a dictionary composed of tensor product wavelet functions, and the elements of our wavelet dictionaries are of the form

$$\Phi_j \left( \begin{bmatrix} x_1 \\ \vdots \\ x_n \end{bmatrix} \right) = \prod_{k=1}^n \phi \left( \frac{x_k - m_{jk}}{d_j} \right)$$

where $m_j = [m_{j1}, m_{j2}, \ldots, m_{jn}]^T$ is the translation vector and $d_j$ is the dilation parameter, respectively.
2.2. Wavelet networks

Though the attractive theory of wavelet decomposition has offered efficient algorithms for various purposes, their implementations are usually limited to wavelets of small dimension. The reason is that constructing and storing wavelet basis of large dimension are of prohibitive cost [23]. In order to handle problems of larger dimension, it is necessary to develop algorithms whose implementations are less sensitive to the dimension. It is known that neural networks are powerful tools for handling problems of large dimension. Hence, in recent years the offspring of wavelet theory and neural networks – wavelet networks – have emerged and grown vigorously both in research and applications [15,19,23,24]. The wavelet networks were developed due to the similarity between wavelet decomposition and one-hidden-layer neural networks, where wavelets were introduced as activation functions of the hidden neurons in traditional feedforward neural networks with a linear output neuron. The multi-dimensional wavelet networks is written as follows

$$f_p(x) = \sum_{j=1}^{p} w_j \Phi_j(x),$$

where $x = [x_1, x_2, \ldots, x_n]^T$ and $w_j$ are the weights of the network. Wavelet networks have been used in classification and identification problems with some success. The strength of wavelet networks lies in their capabilities of catching essential features in “frequency-rich” signals. In wavelet networks, both the position and the dilation of the wavelets are optimized in addition to the weights.

From the practical point of view, the initialization of networks topological structure and parameters presents a major problem with wavelet networks. A good initialization of wavelet neural networks is extremely important to obtain a fast convergence of the algorithm. Similar to radial basis function networks (and in contrast to neural networks using sigmoidal functions), a random initialization of all the parameters to small values (as usually done with neural networks) is not desirable since this may make some wavelets too local (small dilations) and make the components of the gradient of the cost function very small in areas of interest. In general, one wants to take advantage of the input space domains where the wavelets are not zero. Another problem that needs to be considered for training a wavelet network is how to determine the initial number of wavelets associated with the network. In our paper, from the perspective of model sparsity, these issues are addressed within a unified framework of LP-SVM with wavelet kernel, which is fundamentally different from the methods proposed in Refs. [4,22,25], where the wavelet kernel was used in the context of conventional quadratic programming SVM.

3. Linear programming SVM with wavelet kernel

3.1. Soft-constrained linear programming SVM

Conceptually there are some similarities between the LP-SVR and QP-SVR. Both algorithms adopt the $\varepsilon$-insensitive loss function, and use kernel functions in feature space.

Consider regression in the following set of functions

$$f(x) = w^T \varphi(x) + b$$

with given training data, $\{(x_1, y_1), \ldots, (x_\ell, y_\ell)\}$ where $\ell$ denotes the total number of exemplars, $x_\ell \in R^n$ are the input and $y_\ell \in R$ are the target output data. The nonlinear mapping $\varphi: R^n \rightarrow R^m (m>n)$ maps the input data into a so-called high dimensional feature space (which can be infinite dimensional) and $w \in R^m, b \in R$. In $\varepsilon$-SV regression, the goal is to find a function $f(x)$ that has at most $\varepsilon$ deviation from the actually obtained targets $y_i$ for all the training data, and at the same time, is as smooth as possible. In the support vector method one aims at minimizing the empirical risk subject to elements of the structure

$$\min \frac{1}{2} ||w||^2 + C \sum_{i=1}^{\ell} (\xi_i + \xi_i^*),$$

subject to

$$\begin{cases}
  y_i - \langle w, \varphi(x_i) \rangle - b \leq \varepsilon + \xi_i \\
  \langle w, \varphi(x_i) \rangle - b - y_i \leq \varepsilon + \xi_i^* \\
  \xi_i, \xi_i^* \geq 0
\end{cases}$$

(7)
where the $\xi_i$ and $\xi^*_i$ are the slack variables, corresponding to the size of the excess positive and negative deviation, respectively. This is a classic quadratic optimization problem with inequality constraints, and the optimization criterion penalizes data points whose $y$-values differ from $f(x)$ by more than $\varepsilon$. The constant $C > 0$ determines the trade-off between the flatness of $f$ and the amount up to which deviations larger than $\varepsilon$ are tolerated. By defining the following $\varepsilon$-insensitivity loss function,

$$L(y_i - f(x_i)) = \begin{cases} 0, & \text{if } |y_i - f(x_i)| \leq \varepsilon \\ |y_i - f(x_i)| - \varepsilon, & \text{otherwise} \end{cases}$$

the optimization problem (7) is equivalent to the following regularization problem,

$$\minimize \quad R_{reg}[f] = \sum_{i=1}^{\ell} L(y_i - f(x_i)) + \lambda \|w\|^2$$

where $f(x)$ is in the form of (6) and $\lambda \|w\|^2$ is the regularization term. According to the well-known Representer Theorem [18], the solution to the regularization problem (9) can be written as the following SV kernel expansion provided $k(x_i, x_i) = 1$

$$f(x) = \sum_{i=1}^{\ell} \beta_i k(x, x_i)$$

where $k(x_i, x)$ is the kernel function. Three commonly used kernel functions in literature are

- **Gaussian radial basis function (GRBF) kernel:**

  $$k(x, x') = \exp\left(\frac{-||x - x'||^2}{2\sigma^2}\right);$$

- **Polynomial kernel:**

  $$k(x, x') = (1 + \langle x, x' \rangle)^q;$$

- **Sigmoid kernel:**

  $$k(x, x') = \tanh(\alpha \langle x, x' \rangle + \gamma)$$

where $\sigma, q, \alpha, \gamma$ are the adjustable parameters of the above kernel functions. The kernel function provides an elegant way of working in the feature space avoiding all difficulties inherent in high dimensions, and this method is applicable whenever an algorithm can be cast in terms of dot products. Defining

$$\beta = [\beta_1 \beta_2 \ldots \beta_\ell]^T,$$

LP-SVR replaces (9) by

$$\minimize \quad R_{reg}[f] = \sum_{i=1}^{\ell} L(y_i - f(x_i)) + \lambda \|\beta\|_1$$
where \( f(x) \) is in the form of (10) and \( ||\beta||_1 \) denotes the \( \ell_1 \) norm in coefficient space. This regularization problem is equivalent to the following constrained optimization problem

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} ||\beta||_1 + C \sum_{i=1}^{\ell} (\xi_i + \xi_i^+), \\
\text{subject to} & \quad \begin{cases} 
  y_i - \sum_{j=1}^{\ell} \beta_j k(x_j, x_i) \leq \varepsilon + \xi_i, \\
  \sum_{j=1}^{\ell} \beta_j k(x_j, x_i) - y_i \leq \varepsilon + \xi_i^+, \\
  \xi_i, \xi_i^+ \geq 0.
\end{cases}
\end{align*}
\]  

(16)

From the geometric perspective, it can be followed that \( \xi_i \xi_i^+ = 0 \) in SV regression. Therefore, it is sufficient to just introduce slack variable \( \hat{\xi}_i \) in the constrained optimization problem (16). Thus, we arrive at the following formulation of SV regression with fewer slack variables

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} ||\beta||_1 + 2C \sum_{i=1}^{\ell} \hat{\xi}_i, \\
\text{subject to} & \quad \begin{cases} 
  y_i - \sum_{j=1}^{\ell} \beta_j k(x_j, x_i) \leq \varepsilon + \hat{\xi}_i, \\
  \sum_{j=1}^{\ell} \beta_j k(x_j, x_i) - y_i \leq \varepsilon + \hat{\xi}_i, \\
  \hat{\xi}_i \geq 0.
\end{cases}
\end{align*}
\]  

(17)

In an attempt to convert the optimization problem above into a linear programming problem, we decompose \( \beta_i \) and \( |\beta_i| \) as follows

\[
\beta_i = \alpha_i^+ - \alpha_i^- , \quad |\beta_i| = \alpha_i^+ + \alpha_i^-
\]  

(18)

where \( \alpha_i^+, \alpha_i^- \geq 0 \). It is worth noting that the decompositions in (18) are unique, i.e., for a given \( \beta_i \) there is only one pair \( (\alpha_i^+, \alpha_i^-) \) which fulfills both equations. Furthermore, both variables cannot be larger than zero at the same time, i.e., \( \alpha_i^+ \cdot \alpha_i^- = 0 \). In this way, the \( \ell_1 \) norm of \( \beta \) can be written as

\[
||\beta||_1 = \left( \begin{array}{c}
1, 1, \ldots, 1, 1, 1, \ldots, 1 \\
\ell
\end{array} \right) \left( \begin{array}{c}
\alpha^+
\
\alpha^-
\end{array} \right)
\]  

(19)

where \( \alpha^+ = (\alpha_1^+, \alpha_2^+, \ldots, \alpha_\ell^+) \) and \( \alpha^- = (\alpha_1^-, \alpha_2^-, \ldots, \alpha_\ell^-) \). Furthermore, the constraints in the formulation (17) can also be written in the following vector form

\[
\begin{pmatrix}
K & -K & -I \\
-K & K & -I
\end{pmatrix}
\begin{pmatrix}
\alpha^+ \\
\alpha^-
\end{pmatrix}
\leq
\begin{pmatrix}
y + \varepsilon \\
\varepsilon - y
\end{pmatrix}
\]  

(20)
where \( K_{ij} = k(x_i, x_j) \), \( \xi = (\xi_1, \xi_2, \ldots, \xi_\ell)^T \) and \( I \) is an \( \ell \times \ell \) identity matrix. Thus, the constrained optimization problem (17) can be implemented by the following linear programming problem with the variables:

\[
\begin{align*}
&\text{minimize} \quad c^T \begin{pmatrix} \alpha^+ \\ \alpha^- \\ \xi \end{pmatrix}, \\
&\text{subject to} \quad \begin{pmatrix} K & -K & -I \\ -K & K & -I \end{pmatrix} \begin{pmatrix} \alpha^+ \\ \alpha^- \\ \xi \end{pmatrix} \leq \begin{pmatrix} y + \varepsilon \\ \varepsilon - y \end{pmatrix}
\end{align*}
\]

(21)

where \( c = \begin{pmatrix} 1, 1, \ldots, 1, 1, 1, \ldots, 1, 2C, 2C, \ldots, 2C \end{pmatrix}^T \).

In the QP-SVR case, the set of points not inside the tube coincides with the set of SVs. While, in the LP context, this is no longer true—although the solution is still sparse, any point could be an SV, even if it is inside the tube [21]. Actually, the sparse solution can still be obtained in LP-SVR even though the size of the insensitive tube is set to zero [5], due to the usage of soft constraints; however, usually sparser solution can be obtained by using non-zero \( \varepsilon \).

### 3.2. Linear programming SVM with wavelet kernel

As the cornerstone in nonlinear support vector algorithm, the kernels provide a general framework to represent data. In this section, we address the use of wavelet kernel in linear programming support vector regression, and this also provides us an natural way to determine the topological structure and translation parameters of wavelet networks by efficient optimization approach. From Eq. (4), the wavelet kernel can be defined as

\[
k(x, x') = \prod_{k=1}^{n} \phi \left( \frac{x_k - x'_k}{d} \right),
\]

(22)
and the corresponding SV wavelet kernel expansion (10) can be written as

\[ f(x) = \sum_{i=1}^{\ell} \prod_{k=1}^{n} \phi \left( \frac{x_k - x_{ik}}{d_i} \right) = \sum_{i=1}^{\ell} (\alpha_i^+ - \alpha_i^-) \prod_{k=1}^{n} \phi \left( \frac{x_k - x_{ik}}{d_i} \right) \]

(23)

where \( x = [x_1, x_2, \ldots, x_n]^T \) is the input vector and \( x_i = [x_{i1}, x_{i2}, \ldots, x_{in}]^T \) are the translation vectors, identical to the support vectors. The model sparsity in Eq. (23) is measured by the ratio of non-zero components in the vector \( \beta = [\beta_1, \beta_2, \ldots, \beta_\ell]^T \), i.e., the ratio of support vectors. In the realm of nonlinear systems identification, training data are
Fig. 4. Identification by QP-SVR with RBF kernel on the validation set (solid line: observation, dotted line: model from QP-SVR).

usually finite and non-uniformly sampled, so the problem is consequently ill-posed. Conversion to a well-posed problem is typically achieved with some form of capacity control, which aims to balance the fitting of the data with constraints on the model flexibility, producing a robust model that generalizes successfully. In practice, such an optimization is accomplished by searching for the minimum number of the basis functions under the Occam’s razor arguing that the model should be no more complex than is required to capture the underlying systems dynamics. Hence, in an attempt to achieve the highest generalization capability and the lowest system complexity, the $\ell_1$ norm of the weights in the model (23) was employed for model capacity control. In light of the derivation given in Section 3.1, the optimal compact representation, including the number of support vectors, the weights and the translation factors could be determined.

Fig. 5. Identification by LP-SVR with wavelet kernel on the training set (solid line: observation, dotted line: model from LP-SVR).
by solving the following linear programming problem

\[
\begin{align*}
\text{minimize} & \quad c^T \begin{pmatrix} \alpha^+ \\ \alpha^- \\ \xi \end{pmatrix}, \\
\text{subject to} & \quad \begin{pmatrix} K & -K & -I \\ -K & K & -I \end{pmatrix} \cdot \begin{pmatrix} \alpha^+ \\ \alpha^- \\ \xi \end{pmatrix} \leq \begin{pmatrix} y + \varepsilon \\ \varepsilon - y \end{pmatrix}
\end{align*}
\]

(24)

where \( K \) denotes the wavelet kernels matrix. The resulting SV wavelet kernel expansion (23) is essentially consistent with the expression of wavelet networks (5), and therefore the construction of the optimal wavelet network is fulfilled by solving the linear programming problem.

4. Application

The hydraulic robot arm has been posed as a benchmark problem for nonlinear systems identification, and it has been used widely for testing various identification methods [7,20]. For this dynamical system, the input \( u(t) \) represents the size of the valve through which oil flow into the actuator, and the output \( y(t) \) is a measure of oil pressure which determines the robot arm position. For the purpose of comparison, we use the same regressor

\[
x(t) = [y(t - 1) \quad y(t - 2) \quad y(t - 3) \quad u(t - 1) \quad u(t - 2)]^T
\]

(25)
as that in [7,20], i.e.,

\[
y(t) = f(x(t)) = f(y(t - 1), y(t - 2), y(t - 3), u(t - 1), u(t - 2)),
\]

(26)

which is a multi-dimensional regression model. We also use half of the data set containing 511 training data pairs for training, and half as validation data, again following the procedure used in [7,20]. The generalization capability and accuracy of regression algorithms could be evaluated using the root mean square (RMS) error

\[
E_{\text{RMS}} = \sqrt{\frac{1}{N} \sum_{i=0}^{N} (\hat{f}(x_i) - f(x_i))^2}
\]

(27)

Fig. 6. Identification by LP-SVR with wavelet kernel on the validation set (solid line: observation, dotted line: model from LP-SVR).
where \( \hat{f}(x_i) \) is the estimated value at point \( x_i \) from the SVR model. In this section, for the purpose of validating the superiority of wavelet kernel in LP-SVR, the wavelet kernel is compared with the RBF kernel, which provides universal nonlinear mapping capabilities and computational convenience [11,16].

**Example 1.** Identification of hydraulic robot arm dynamics by SVR with RBF kernel.

In this example, the soft-constrained LP-SVR and QP-SVR with RBF kernel are applied to model the dynamic behavior of a hydraulic robot arm respectively. The same kernel width parameter \( \sigma = 1 \) and tolerance for accuracy \( \varepsilon = 0.03 \) are used for LP-SVR and QP-SVR, and \( C = 0.5 \) for LP-SVR. For QP-SVR, due to the fact that \( C \) is the upper bound of the absolute value of the weights in support vectors expansion, it is set to a different value \( C = 10 \) to achieve the optimal performance. The identification results by LP-SVR are illustrated in Figs. 1 and 2, where the RMS error on validation data is 0.1528 and the ratio of SVs to the training vectors is 6.7%. Figs. 3 and 4 visualize the identification results by QP-SVR, where the RMS error on validation set is 0.1174 and the ratio of SVs to the training vectors is 37.2%.

In this example, the prediction accuracy from LP-SVR is comparable with that from QP-SVR, and the LP-SVR is around 25 times faster than QP-SVR for training.

**Example 2.** Identification of hydraulic robot arm dynamics by SVR with wavelet kernel.

For the sake of validating the performance of wavelet kernel in nonlinear identification, the soft-constrained LP-SVR and QP-SVR with wavelet kernel are used to model the dynamic behavior of a hydraulic robot arm respectively. Without loss of generality, a translation-invariant wavelet kernel could be constructed by using the following wavelet function [25]

\[
\phi(x) = \cos(1.75x)\exp\left(-\frac{x^2}{2}\right)
\]  

The learning parameters \( \varepsilon \) and \( C \) for LP-SVR and QP-SVR are taken the same values as in Example 1. The translation vectors in the wavelet kernel, being equal to the support vectors, can be determined by the LP or QP algorithms. Since SVMs cannot optimize the dilation parameters of the wavelet kernel, usually it is difficult to determine \( \ell \) parameters \( d_i, \ i = 1, 2, \ldots, \ell \) in Eq. (23). For simplicity, let \( d_i = d \) such that the number of parameters becomes one [25]. In our experiment, the parameter \( d \) is set to 3 by the widely used technique of cross-validation.

The identification results by LP-SVR are illustrated in Figs. 5 and 6, where the RMS error on the validation data is 0.1455 and the ratio of SVs to the training vectors is 3.3%. Figs. 7 and 8 visualize the identification results.

![Fig. 7. Identification by QP-SVR with wavelet kernel on the training set (solid line: observation, dotted line: model from QP-SVR).](image)
Table 1
Comparison on model sparsity and RMS error of different SVRs.

<table>
<thead>
<tr>
<th>SVR algorithm</th>
<th>SV ratio</th>
<th>RMS error on validation set</th>
</tr>
</thead>
<tbody>
<tr>
<td>LP-SVR with RBF kernel</td>
<td>6.7%</td>
<td>0.1528</td>
</tr>
<tr>
<td>LP-SVR with wavelet kernel</td>
<td>3.3%</td>
<td>0.1455</td>
</tr>
<tr>
<td>QP-SVR with RBF kernel</td>
<td>37.2%</td>
<td>0.1174</td>
</tr>
<tr>
<td>QP-SVR with wavelet kernel</td>
<td>37.4%</td>
<td>0.1027</td>
</tr>
</tbody>
</table>

by QP-SVR, where the RMS error on the validation set is 0.1027 and the ratio of SVs to the training vectors is 37.4%.

The experimental results obtained in Examples 1 and 2 are summarized in Table 1.

It can be followed from Table 1 that much sparser model can be generated from LP-SVR than that from QP-SVR with comparable prediction accuracy, and much better sparsity can be obtained by using the LP-SVR with wavelet kernel. Particularly, the LP-SVR is around 25 times faster than QP-SVR for training, and as a nonlinear programming problem, the computing resources required by QP-SVR may be prohibitively expensive with the increase of the size of training set.

In Refs. [7,20], the RMS error on validation set acquired by using other identification algorithms are reported, such as 0.579 from wavelet networks, 0.467 from one-hidden-layer sigmoid neural networks with 10 hidden nodes, 0.280 from ν-support vector regression. Evidently, better prediction accuracy is obtained by using the soft-constrained LP-SVR and QP-SVR.

5. Conclusion and future work

In this article, from the perspective of model sparsity, the use of wavelet kernel in linear programming support vector regression for nonlinear dynamical systems identification was proposed and investigated. The proposed method enjoys the excellent generalization capability inherent in support vector learning and compact model expression. It could also be used to construct wavelet networks, and the idea behind our method also has the potential to be used in the realms of image compression and speech signal processing.

Our future research will concentrate on the development of on-line iterative algorithms for linear programming support vector regression with wavelet kernel, and the investigation of some intelligent optimization methods,
such as chaotic optimization algorithm [13,14], to determine the optimal dilation parameters in the generated model.
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